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 Software defined network (SDN) is a new approach concept for planning, 

developing, and operating computer networks. Routing is the process of 

selecting paths on a network system to send or forward packets to the 

destination network. This study aims to obtain the results of the calculation 

analysis using the k-nearest neighbor (k-NN) method as the implementation 

of the recommendations. The results of the analysis use a mesh topology 

design approach with predicted values of throughput, jitter, delay, and 

packet loss. This value is used as a recommendation to the network manager 

to determine the best path. The best path selection from the analysis results 

is i) path-1 (very good) which includes switch 1, switch 2, and switch 4; ii) 

path-2 (good) to switch 1, switch 3 and switch 4 switch 4; iii) channel-3 

(moderate) through switch 1, switch 2, switch 3 and switch 4; and iv) 

channel-4 (bad) through switch 1, switch 3, switch 2, and switch 4. While 

the calculation using the confusion matrix is accuracy=72.31%, 

precision=96.08% and recall=87.84%. 
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1. INTRODUCTION 

The need for network equipment technology in various companies is experiencing very rapid 

development, network performance is adding increasingly complex and large configurations, the network 

control section will also be more complicated, inflexible and difficult to manage [1]. Software defined 

networking (SDN) is a network paradigm where the control plane is separate from the forwarding plane, 

SDN is expected to be able to carry out the methods found in conventional networks such as internet protocol 

(IP) forwarding and routing [2]. With this technology, it is able to manage networks efficiently and change 

complex network architectures to be simple and easy to manage with different concepts from traditional 

networks, it is different from modern concepts [3]. The most important component is the controller, which 

directly controls the configuration of the network device itself [4]. Basically a controller centralizes network 

intelligence, while the network maintains the data plane distributed by the OpenFlow switch [5]. Routing is 

the process of selecting paths for data traffic on one or several networks so that the transfer process of routing 

routes can only be carried out by network administrators, this will cause greater network downtime if there is 

a link failure [6]. To be able to overcome this problem, it is necessary to apply dynamic routing technology, 

one of which is the OpenFlow routing protocol, namely a routing which is a process where a router will 

https://creativecommons.org/licenses/by-sa/4.0/
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choose a route or path to send or forward a packet to the destination network [7]. Determination of the best 

path that will be passed by the information sent from the sender to the recipient, routing is one that is used in 

the process of exchanging data or information. 

In previous studies, the increasing demand to move from traditional networks to software-defined 

networks, this has led to many challenges, so software-defined networks are constantly evolving, which 

includes the need to address issues such as scalability, and packet loss, transmission delays, and network 

congestion. This research introduces the concept of multi-controller architecture, although it does not help to 

balance the load among network systems, so that it will solve the problem of network congestion through load 

distribution between them. This study proposes a linear multi-controller architecture to explore the impact of 

increasing the number of linearly connected controllers on network performance. This study is based on 

simultaneous multi-stream generation of different sizes using the distributed internet traffic generator (D-ITG). 

From the results of the study, it can be concluded that performance is improved uniformly with the number of 

controllers while maintaining the same number of open vswitches. As the number of controllers reached four, 

the quad-controller. Architecture recorded the best results in terms of increasing average delay and average jitter 

to 62% and 64% as well as increases in throughput, bytes received, average packet speed to 32% and 31.8% [8]. 

This study uses an OpenFlow controller type that is used to search for a special path on the SDN 

network. The controller will find the SDN network topology. To find a special path that will be passed by the 

data, the k-nearest neighbor (k-NN) algorithm is used, a method that calculates the similarity distance between 

data, data that has the closest similarity distance will be grouped into the same group. Determination of the 

number of groups (k) can be done by various methods, among others, determined randomly, or determined with 

certainty [9], [10]. There are four lines that consist of line one for streaming video services with a bandwidth of 

2,837 kbps based on predictions of internet user behavior, line two for social media services with a bandwidth 

of 996 kbps, line three for e-commerce services. with a bandwidth of 875 kbps, and line four for download with 

a bandwidth of 678 kbps. The implementation of network routing uses software, namely Mininet, where mininet 

is an emulator that is used to make network topology prototypes. Mininet was created with the aim of 

supporting research in the field of SDN and OpenFlow, so as to create an easier network, SDN was  

used [11], [12]. 

 

 

2. METHOD 

Three types of models, namely physical, analytical, and simulation models, are used to identify 

numerical indicators of complex system functions and verify that they comply with the requirements  

[13], [14]. The physical model presupposes the network component's deployment on actual hardware and 

actual operation to ascertain performance characteristics. Figure 1 mesh topology design in this study. 

  

 

 
 

Figure 1. Mesh topology 

 

 

To obtain the value that is most similar to the genuine value using this method. The topology design 

is made by applying the k-NN algorithm on the OpenFlow network. The mesh topology in this study uses 4 

switches, 2 hosts, and 1 controller. This topology is applied to the mininet emulator [15]. Switch 1 is 

connected to switch 2 and switch 3, switch 2 is connected to switch 3 and switch 4, switch 3 is connected to 

switch 4. Switch 1 is connected to host 1, switch 4 is connected to host 2. In the path search process based on 

the k-NN algorithm there are stages that are carried out, to get a path based on the k-NN algorithm [16]. In 

Figures 2-5, the tracking performance will be tested based on the scenarios that have been used. 
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Figure 2. Path-1 scenario testing 

 

 

 
 

Figure 3. Path-2 scenario testing 

 

 

 
 

Figure 4. Path-3 scenario testing 
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Figure 5. Path-4 scenario testing 

 

 

2.1.  Open networking foundation 

To study the performance of SDN according to the open networking foundation (ONF) it is defined 

as a network architecture that separates control and forwarding functions to enable network control to be 

programmed directly and the underlying infrastructure for network applications and services [17]. The SDN 

architecture divides the network into 3 layers, namely the application layer, control layer, and 

infrastructure/data layer. The application layer is an interface to an admin or researcher in managing or 

developing a SDN network. The control plane contains a controller that is centralized and based on software. 

Subordinate hardware is fully controlled by the controlling plane or controller in making forwarding 

decisions, all subordinates are connected to the controller [18], [19]. The purpose of this SDN network 

method is to make it easier to build a computer network, make it easier to maintain. The working principle of 

the switch in the SDN network method, among others, is to connect a switch with a switch, a switch with a 

controller, and a switch with a host [20], [21]. The analysis was carried out to see the use of the k-NN 

algorithm method that affects the performance of the custom topology network. SDN is a new application 

provided in ONF and is effectively used to monitor networks with very good performance, each test is carried 

out when given background traffic of 5 mbps, 10 mbps, and 15 mbps from each lane, the final results and 

analysis refer to the telecommunications and internet protocol harmonization over network (TIPHON) 

version of the quality of service (QoS) standard [22], [23]. OpenFlow is a standard open communication 

protocol between the data plane and control plane on SDN. In contrast to conventional networks, where the 

data plane and control plane functions are on a switch/router network, the OpenFlow installed network allows 

the data plane and control plane functions to be on separate devices, making it easier to perform extensions or 

add functions to a network. A switch in OpenFlow is just a data plane device that only performs a packet 

forwarding function and a set of actions or actions that are applied to the packet [24]. 

 

2.2.  Network communication data 

Throughput is the effective data transfer rate, measured in bits per second (bps) which is the total 

number of observed packet arrivals at the destination during a certain time interval divided by the duration of 

that time interval [25]. The general formula for throughput efficiency can be calculated in more than one 

way, but the general formula is I=R*T. Inventory is rate multiplied by time, where rate is throughput. But if 

to calculate R, it will get R=I/T, or rate=inventory divided by time in data transmission, network throughput 

is the amount of data moved successfully from one place to another in a given time period, and typically 

measured in bps, as in megabits per second (mbps) or gigabits per second (gbps) [26]. Packet loss describes 

lost packets of data not reaching their destination after being transmitted across a network. Packet loss occurs 

when network congestion, hardware issues, software bugs, and a number of other factors cause dropped 
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packets during data transmission [27]. The probability that the transmission channel which precedes the other 

wavelength of wave length between two nodes is not occupied. 

Delay (latency) is the time it takes data to travel the distance from origin to destination. Delay can be 

affected by distance, physical media, congestion or also long processing times [28]. Network delay is a design 

and performance characteristic of a telecommunications network. It specifies the latency for a bit of data to 

travel across the network from one communication endpoint to another. It is typically measured in multiples or 

fractions of a second [29]. If there are multiple active sessions, the delay will become significant. Increasing 

bandwidth decreases transmission delay. The medium access control (MAC) protocol largely influences the 

delay if the link is shared among multiple devices. Sending and receiving a packet involves a context switch in 

the operating system, which takes a finite time [30], where distance it takes more time to reach the destination if 

the distance of the medium is longer and velocity if the velocity (speed) of the signal is higher, the packet will 

be received faster. Jitter is a variation of the arrival time of data packets. If translated, the data sent from the 

sender will be in the form of packets that will be sent at the same time. However, the arrival of the package may 

not be together. This time lag is called jitter [31]. Jitter in IP networks is the variation in the latency on a packet 

flow between two systems when some packets take longer to travel from one system to the other. Jitter results 

from network congestion, timing drift and route changes. 

 

2.3.  K-nearest neighbor algorithm 

The k-NN is the simplest classification algorithm in classifying an image into a label, this method is 

easy to compare with other methods because it classifies based on the closest distance to the object 

(neighbor). Used to classify an object, based on the k training data that are closest to the object. The condition 

for the value of k is that it cannot be greater than the number of training data, and the value of k must be odd 

and more than one. The proximity or distance of the closest training data to the object to be classified can be 

calculated using the cosine similarity method [32]. Cosine similarity is a method or method that can be used 

to see how far it is found to test the size used as a distance approach based where d (i, j)=distance from i-data 

to j-data, xin=nth data in i-data and xjn=nth data in j-data as (1): 
 

𝑆𝐷 = √(|𝑥𝑖1 − 𝑥𝑗1|2 + |𝑥𝑖2 − 𝑥𝑗2|2 + ⋯ + |𝑥𝑖𝑛 − 𝑥𝑗𝑛|2) (1) 
 

for the formula of the k-NN algorithm where x1 is sample data, x2 is testing data, i is data variable. 

 

2.4.  Confusion matrix 

Confusion matrix is a table consisting of the number of rows of test data that are predicted to be true 

and false by the classification model, this table is needed to determine the performance of a classification 

model [33]. In the calculation of accuracy, there are four combinations of predicted values and actual values. 

The four terms are true positive (TP) value, true negative (TN) value, false positive (FP) value, and false 

negative (FN) value. The TP value is positive data that is predicted to be true. The TN value is the number of 

correctly detected negative data. The value of FP or also called type-1 error is negative data but is detected as 

positive data. The value of FN or also called type-2 error is the opposite of true positive, where positive data 

is detected as negative data [34], as (2): 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (2) 

 

Where accuracy is the comparison value of the correct prediction with the entire data. After the results of the 

model evaluation are obtained, an analysis of the results is carried out on the accuracy value of each 

combination of methods. 

 

 

3. RESULTS AND DISCUSSION 

Link-state data is taken into account when routing decisions are made using SDN. The k-NN 

algorithm makes full use of the current traffic matrix to determine and install, in advance, the ideal path in 

the tracing device. The findings demonstrate that topology design, routing algorithm design, and testing data, 

namely the k-NN method, are solutions for routing as SDN controllers. In order to generate communication 

data lines calculated in accordance with the Tiphon standard [35].  

 

3.1.  Training data 

In Table 1, the training data is used to train the k-NN algorithm in finding a suitable model. The 

training data used in this study were 85 (eighty five) training data. The data tested included communication 

data, namely throughput (kbps), data packet loss (%), data delay (ms), and data jitter (ms). 
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Table 1. Training data 

No 
Communication data 

Throughput (kbps) Paketloss (%) Delay (ms) Jitter (ms) 

1 0.27 0.32 90 12.93 

2 0.00 0.1 30 0.03 

3 0.00 - 40 4.85 
4 724.5 22 252 70 

5 0.00 - 29.79 2.98 

6 0.00 0.01 30 0.05 
7 0.00 - 30 7.27 

8 0.97 0.03 40 0.00 

9 0.00 - 1.29 0.00 
10 0.00 - 790 0.00 

11 0.00 - 30 1.41 

12 0.00 - 53.28 4.06 
13 0.00 127 16.7 445 

14 0.00 16 350 128 

15 0.00 28.3 300 130.01 

16 0.00 3.73 350 126.67 

17 1,734 - 20 0.1 

18 1,915 0.3 35 0.001 
19 1,843 0.51 40 10 

20 1,781 0.01 70 7.21 
21 1,265 17 90 75.3 

22 763 - 354 76 

23 725 16 300 75 
24 543 4.20 220 55 

25 2,735 26 75 0.2 

… … … … … 
84 0.00 3.80 35 126.66 

85 1,728 0.5 26 0.3 

 

 

3.2.  Data testing 

In Table 2, data testing is used to determine the performance of the k-NN algorithm that has been 

trained when finding new data that has never been seen before. Data testing will be used to test and determine 

the performance of the model obtained at the testing stage for each communication data. The test data used in 

this study consisted of 36 (thirty six) test data. The data tested includes communication data, namely 

throughput (kbps), data packet loss (%), data delay (ms), and data jitter (ms). 

 

 

Table 2. Data testing 

No 
Communication data 

Throughput (kbps) Paketloss (%) Delay (ms)  Jitter (ms) 

1 1.34 0.02 170 70 
2 0.02 15 450 250 

3 700 15.91 300 80 

4 3.59 15 90 100 
5 26 127.4 370 170 

6 1,334 0.25 150 75 

7 0.57 20 250 127 

8 750 25 370 130 

9 780 2.5 140 170 

… … … … … 
35 0.02 20 454 252 

36 780 24 167 80 

 

 

3.3.  K-nearest neighbor algorithm calculation process 

The calculation process in the k-NN algorithm is an euclidean distance calculation, which is a search 

method between two variable points, the closer and similar the smaller the distance between the two points 

[36]. Euclidean distance is said to be good if the new data has a minimum distance and has a high similarity. 

The distance calculation is carried out using the square distance (SD) formula shown in (1). The results of the 

analysis show that the prediction process is carried out after calculations using the k-NN algorithm with a 

total of 58 training data as many as 36 test data as follows: 

- Test data-1: throughput=1.34; packetloss=0.02; delay=170; jitter=70 

𝑆𝐷 − 1 = √(0.265 − 1.347)2 + (0.32 − 0.02)2 + (90 − 170)2 + (12.93 − 70)2 = 98.27 

𝑆𝐷 − 2 = √(0.001 − 1.347)2 + (0.10 − 0.2)2 + (30 − 170)2 + (0.03 − 70)2 = 156.51 
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𝑆𝐷 − 3 = √(0.001 − 1.347)2 + (0 − 0.02) + (40 − 170)2 + (4.85 − 70)2 = 145.41 

𝑆𝐷 − 35 = √(0.617 − 0.297)2 + (0.21 − 20)2 + (40 − 454)2 + (0 − 252)2 = 147.647 

𝑆𝐷 − 36 = √(0,001 − 780)2 + (0 − 24)2 + (20 − 167)2 + (0 − 80)2 = 165.534 

 

- Test data-2: throughput=0.02; packetloss=15; delay=450; jitter=250 

SD-1=√(0.265 − 0.029)2 + (0.32 − 15. 913)2 + (90 − 450)2+(12.93-70)2 =431.29 

SD-2=√(0.001 − 0.029)2 + (0.1 − 15.913)2 + (30 − 450)2+(0.03-250)2 =488.98 

SD-3=√(0.015 − 0.029)2 + (0 − 15. 913)2 + (40 − 450)2+(4.85-250)2 =477.93 

SD-35=√(0.617 − 0.297)2 + (0.21 − 15)2 + (40 − 450)2 + (0 − 250)2=480.433 

SD-36=√(0.001 − 780)2 + (0 − 24)2 + (20 − 167)2+(0-80)2 =497.619 

 

- Test data-3: throughput=700; packetloss=15.91; delay=300; jitter=80 

SD-1=√(0.265 − 700)2 + (0.32 − 15.913)2 + (90 − 300)2+(12.93-80)2 =733.8 

SD-2=√(0.001 − 700)2 + (0.1 − 15.913)2 + (30 − 300)2+(0.03-80)2 =754.68 

SD-3=√(724.5 − 700)2 + (22 − 15. 913)2 + (252 − 300)2+(70-80)2 =3.041.3 

SD-35=√(0.617 − 700)2 + (0.21 − 15.913)2 + (940 − 300)2 + (0 − 80)2=750.587 

SD-36=√(0.018 − 700)2 + (0 − 15.913)2 + (20 − 300)2+(0.001-80)2 =758.587 

 

- Test data-35: throughput=0.029; packetloss=20; delay=454; jitter=252 

SD-1=√(0.265 − 0.359)2 + (0.32 − 16.9)2 + (90 − 200)2+(12.93-70)2 =125.02 

SD-2=√(0.001 − 0.359)2 + (0.1 − 16.9)2 + (30 − 200)2+(0.03-70)2 =184.6 

SD-3=√(0.001 − 0.359)2 + (0 − 16.9)2 + (40 − 200)2+(4.85-70)2 =173.58 

SD-35=√(0.617 − 0.029)2 + (0.21 − 20)2 + (40 − 454)2 + (0 − 252)2=485.25 

SD-36=√(0.001 − 0.029)2 + (0 − 20)2 + (20 − 454)2+(0.001-252)2 =502.25 

 

- Test data-36: throughput=780; packetloss=24; delay=167; jitter=80 

SD-1=√(0.265 − 1.405)2 + (0.32 − 0.78)2 + (90 − 90)2+(12,93 - 0)2 =12.98 

SD-2=√(0.001 − 1.405)2 + (0.1 − 0.07)2 + (30 − 90)2+(0.03 - 0)2 =60.01 

SD-3=√(0.001 − 1.405)2 + (0 − 0.07)2 + (40 − 90)2+(4.85 - 0)2 =50.25 

SD-35=√(0.671 − 780)2 + (0.21 − 24)2 + (40 − 167)2 + (0.007 − 80)2=794.05 

SD-36=√(0.001 − 780)2 + (0 − 24)2 + (20 − 167)2+(0.001-80)2 =798.11 

 

The recapitulation of the calculation results using the k-NN algorithm with SD with a total of 36 training data 

and 85 complete test data as shown in Tables 3 and 4. 
 

3.4.  K-nearest neighbor algorithm calculation results 

In Table 5, the recapitulation value of the calculation results of the k-NN algorithm uses the square 

distance (SD) formula, which is a method for finding the closeness of the distance values of two variables. 

The test data used in this study consisted of 36 (thirty six) test data. The resulting values are then analyzed to 

compare the proximity of the SD with the existing query distance. Based on the test data results, namely SD 

to quire distance, smallest distance, status of the k-NN algorithm and category k-NN algorithm. 

 

3.5.  Test data result 

The results of the recapitulation of test data using the k-NN algorithm with communication data 

(throughput, packetloss, delay, and jitter) based on the actual category, prediction category and the path used 

based on the calculation SD results, as shown in Table 6. In Figure 6 a graph of fluctuations in data 

communication can be seen from the calculation recapitulation using the k-NN algorithm with SD which 

includes throughput, packet loss, delay and jitter tests. From the results of the prediction category, it can be 

said that the data communication is very good from path-1, good path-2, moderate path-3, and bad path-4. 

Figure 7 shows the parts of the data structure of the transmission network, which consists of a 

standard switch and a host (computer) with independent processing elements to complete control tasks and 

data transmission tasks. From the analysis process, it can be obtained the implementation of special routing 

on the SDN network based on the results of the recommendations and prediction categories used for routing 
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recommendations, path-1 scenario (very good) which goes through switch 1, switch 2, and switch 4. With a 

value of throughput=1,334 (kbps), packetloss=0.25%, delay=150 ms, and jitter=75ms. 

 

 

Table 3. Calculation data uses the k-NN algorithm with SD-1 to SD-6 

No 
SD 

SD-1 SD-2 SD-3 SD-4 SD-5 SD-6 

1 98.28 431.3 733.81 8.36 346.24 1,336 
2 156.52 488.99 754.68 117.6 401.71 1,341 

3 145.42 477.94 3,041 108.59 391.26 382.392 

4 530,157 596,509 764.65 546,905 522,935 382.368 
5 155.41 487.67 754.45 115.22 400.68 1,341 

6 156.51 488.98 754.68 117.59 401.73 1,341 

7 153.42 485.33 753.95 111.52 369.38 1,341 
8 147.65 480.44 750.26 112.83 393.26 1,339 

9 182.66 513.87 765.43 134.56 426.32 1,344 

10 623.94 422.28 858.34 707.27 471.39 1,481 

11 155.91 488.28 754.54 116.44 401.16 1,341 

12 134.07 467.01 746.25 103.88 380.47 1,339 

13 424.56 488.18 846.06 370.07 448.47 1,396 
14 189.79 157.75 703.42 261.53 123.49 1,350 

15 145.95 192.55 701.89 212.58 130.37 1,343 
16 188.75 159.18 703.44 261.63 135.08 1,349 

17 1,740 1,803 1,074 1,734 1,756 427.21 

18 1,919 1,975 1,246 1,914 930.18 97 
19 1,847 1,903 1,174 1,842 1,857 524.79 

20 7,359 7,194 7,215 7,328 7,262 7,149 

21 1,266 1,326 602.78 1,261 1,278 2.96 
22 783.59 788.57 84.58 804.48 753.98 606.35 

23 540,854 578,707 650.01 585,159 514,935 393.629 

24 544.18 621.17 178.68 556.77 564.09 794.35 
25 2,736 7,620,558 2,048 2,733 2,732 1,405 

… … … … … … … 

84 193.52 156.08 703.81 266.59 134.37 1,353 
85 1,734. 1796 1,066 1,728 1,749 414.11 

 

 

Table 4. Calculation data uses the k-NN algorithm with SD-7 to SD-36 

No 
SD 

SD-7 SD-8 SD-9 SD-10 SD-36 

1 197.48 809.21 796.97 704.88 12.98 

2 254.79 834.03 805.85 711.75 60.02 

3 243.76 829.27 803.54 709.96 50.25 
4 527,325 18,183 26,004 18,428 549,404 

5 53.52 833.66 805.26 711.41 60.30 

6 254.79 834.03 805.84 711.75 60.02 
7 251.27 832.94 804.35 710.87 60.46 

8 246.23 829.14 803.61 709.61 50 

9 279.97 846.15 810.27 715.95 88.72 
10 555.09 869.73 1,029 973.34 700 

11 254.11 833.82 805.56 711.58 60.03 

12 232.84 824.19 802.16 708.68 36.97 

13 408.66 892.72 845.42 798.84 468.52 

14 100.09 750.32 808.98 737.8 90.24 

15 50.78 753.26 797.66 723.92 248.6 
16 101.32 750.58 808.94 737.91 289.24 

17 1,753 1,052 976.42 1,042 1,734 

18 930.74 1,219 1,152 1,221 1,914 
19 1,858 1,148 1,079 1,148 1,842 

20 7,305 7,161 7,111 7,201 7,426 

21 275.56 588.8 496.89 565.99 1,265 
22 771.43 62.98 234.37 243.56 809.63 

23 530,013 8,631 37,832 733.4 573,537 

24 548.23 267.22 275.31 190.06 559.7 
25 2,742 2,010 1,963 2,037 2,733 

… … … … … … 

84 106.24 750.45 810.24 739.48 803.94 
85 1,746 1,045 969.79 1,036 962.02 

 

 

 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 12, No. 4, August 2023: 2388-2400 

2396 

Table 5. Recapitulation of calculations using k-NN with square distance 
Test data SD to quire distance Smallest distance Status k-NN algorithm Category k-NN algorithm 

1 89.45 1 Yes Good 
106 3 Yes Good 

98.27 2 Yes Good 

2 192.54 3 Yes Bad 
159.17 2 Yes Bad 

157.75 1 Yes Bad 

3 3,041 1 Yes Currently 
84.58 2 Yes Good 

178.68 3 Yes Good 

4 88.36 3 Yes Good 
31.67 1 Yes Good 

71.67 2 Yes Good 

5 130.36 2 Yes Bad 
135.08 3 Yes Bad 

123.49 1 Yes Bad 

6 382,392 2 Yes Currently 
92.96 1 Yes Good 

393,629 3 Yes Currently 

7 101.31 3 Yes Bad 
100.08 2 Yes Bad 

50.77 1 Yes Bad 

8 18,183 2 Yes Currently 
62.97 3 Yes Good 

8,631 1 Yes Currently 

9 234.36 3 Yes Good 
37,832 2 Yes Currently 

26,004 1 Yes Currently 

… … … … … 
… … … … 

… … … … 

35 265 2 Yes Currently 
365.65 1 Yes Bad 

278 1 Yes Bad 

36 67.87 3 Yes Good 

33.54 1 Yes Bad 

12.34 3 Yes Good 

 
 

Table 6. Recapitulation of calculations using k-NN with square distance 
No Throughput (kbps) Packet loss (%) Delay (ms) Jitter (ms) Actual category Prediction category Path 

1 1.34 0.02 170 70 Good Good Path 2 

2 0.03 15 450 250 Bad Bad Path 4 
3 700 15.91 300 80 Currently Good Path 2 

4 3.59 15 90 100 Currently Good Path 2 

5 26 127.4 370 170 Bad Bad Path 4 
6 1,334 0.25 150 75 Very Good Very Good Path 1 

7 0.57 20 250 127 Currently Bad Path 4 
8 750 25 370 130 Currently Currently Path 3 

9 780 2.5 140 170 Good Currently Path 3 

… … … … … … … … 
35 0.029 20 454 252 Bad Bad Path 2 

36 780 24 167 80 Good Good Path 2 

 

 

 
 

Figure 6. Fluctuating data communication 
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Figure 7. The test results are very good in the path-1 scenario 

 

 

3.5.1. Confusion metrics 

The confusion matrix is also known as the error matrix. Basically the confusion matrix provides 

information on the comparison of the classification results performed by the system (model) with the actual 

classification results [37]. The confusion matrix is in the form of a matrix table that describes the 

performance of the classification model on a series of test data whose actual values are known. The picture 

below is a confusion matrix with 4 different combinations of predicted values and actual values. Based on the 

confusion matrix, the calculation using k-NN results prediction values of accuracy, precision and recall as in 

Table 7. 
 

 

Table 7. Calculations predict confusion matrix dataset 
Predict 

  Very good Good Currently Bad  

Actual Very good 15 0 0 0 15 

Good 0 44 0 0 44 
Currently 0 0 11 0 11 

Bad 0 0 0 15 15 
 15 44 11 15 85 

 

 

After getting the predicate value in the confusion matrix, it can be calculated using (2) with results as: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

𝑇𝑒𝑠𝑡 𝐷𝑎𝑡𝑎
 

=
(0.71 + 15) + (0.71 + 44) + (0.71 + 11) + (0.71 + 15)

85
 

=
(15.71) + (44.71) + (11.71) + (15.71)

85
=

87.84

85
= 72.31% 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦
 

=
(15.71) + (44.71) + (11.71) + (15.71)

(0.01 + 0.02 + 0.03 + 0.08)
=

87.84

2.77
= 96.08% 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

( 𝐶𝑢𝑟𝑒𝑛𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛) + (𝐵𝑎𝑑 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)
 

=
(15 + 44) + (0.50 + 0.67)

(0.03 + 0.02)
=

8.00

0.5
= 87.84% 

 

From the calculations in (2) it can be concluded that the respective predictive values for predictive 

accuracy are 72.31%, precision are 96.08%, and recall are 87.84%. So, and can be described in Figure 5 the 

results of calculations using a confusion matrix based on predictive presentations and in Figure 6 the graph of 

the results of the confusion matrix values based on the criteria. As for the results of the prediction calculation, 

it can be said that based on the criteria, it is very good as much as 4, good as much as 14, currently as much 

as 12 and bad as much as 6 as shown in Figure 8. 
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Figure 8. Graph of confusion matrix values based on criteria 

 

 

4. CONCLUSION 

From the results of the analysis of calculations using the k-NN algorithm on communication data, 

namely the throughput value, jitter value, delay value, and packet loss by finding the predictive value can be 

used as a recommendation to the admin to determine the best path. From the results of the calculation of the 

confusion matrix, the reference value is obtained, namely accuracy of 72.31%, precision of 96.08% and recall 

of 87.84%. So that the selection of the best path from the results of special routing analysis on the SDN 

network is recommended as follows: i) path-1 (very good) which includes switch 1, switch 2 and switch 4;  

ii) path-2 (good) which passes through switch 1, switch, 3 and switch 4; iii) path-3 (moderate) through switch 

1, switch 2, switch 3 and switch 4; and iv) line-4 (bad) trough switches 1-4. 
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