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 In this study, a new method was developed to detect student involvement in 

the online learning process. This method is based on convolutional neural 

network (CNN) as a classifier with an emphasis on the preprocessing process 

combined with a new feature in the form of signal magnitude area (SMA) 

thresholding. In this study, the data used as training data is a public dataset 

that emphasizes the decomposition of electroencephalography (EEG) signals 

into individual signal processing. Twenty subjects were taken to be used as 

test data, with each subject watching online learning lectures in the field of 

computer science on three different devices, either with a flat screen, a curved 

screen or a smartphone screen that is smaller than two standard computer 

monitors. Based on the study's results, it is known that the change in screen 

size is inversely proportional to the level of student attention, the smaller the 

screen, the lower the student's attention. For classification results, the model 

equipped with SMA thresholding outperformed the standard classifier by 

8.33% with a test set of 20 people. 
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1. INTRODUCTION 

In the face of the COVID-19 pandemic, a series of government regulations were issued to mitigate 

the impact of this virus in the daily lives of the Indonesian people. Minister of Education decree No. 4 of 2020 

states directives that make online learning mandatory for schools and tertiary institutions in Indonesia [1]. This 

considerable change in teaching and learning paradigm raises questions in academia. Although research 

discussing the effectiveness of online learning has been implemented before [2], [3], but on a large scale like 

this it hasn't been done much [4], not only in terms of education but also many preliminary studies conducted 

in the health sector, especially in the field of eye health [5] and ergonomics [6], [7]. Given that online learning, 

which is the primary way of teaching and learning during this pandemic, requires a very large screen time 

compared to normal conditions, the diverse profiles of Indonesian students make the tools used in carrying out 

this process an interesting variable to study. A similar study has been conducted, but the scope is in the work 

environment and was carried out in Korea [8]. In several fatigue studies that are mostly done in the world of 

transportation [9]-[14], on screen time in education has not become a research problem that many people do 

[15]. However, in several previous studies have indeed been implemented on human-computer interaction, the 

application of brain waves has not become a standard parameter to be used as an aspect of assessing the 

conditions that occur, although in several studies the brain wave parameters show a more stable and objective 

value and can be tested by accurate than other biological parameters [16]-[18]. Brain waves are a test parameter 

https://creativecommons.org/licenses/by-sa/4.0/
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that is often used in defense-based research [19], [20], research in the branch of advertising science as well as 

research in the branch of psychology [21]-[25]. This study utilizes what has been done previously by 

researchers at Carnegie Mellon University which has provided a data set that measures the level of engagement 

and student focus on an online learning activity [26]. However, in this study, no good data cleaning was carried 

out, and no statistical tests were carried out on the data before transforming it into a process tensor in the 

classifier. In this study, each research subject will be compared with all available data to make this research 

more objective with the introduction of a thresholding system based on the signal magnitude area (SMA) 

method so that the classifier obtained in the end will be more sensitive to local overfitting than the classifier, 

which does not use a thresholding system which is strengthened by data from previous studies with almost 

similar experiments [27]. In addition to measuring the effectiveness of using SMA, this study will also compare 

the effectiveness of using different screen sizes in online learning. Research related to the effectiveness of 

screen size in learning has been done [28]-[30]. However, in this case the researcher will use brain wave 

parameters and self-assessment to determine the participant's level of focus when using the three different 

screen sizes. 

 

 

2. METHOD 

2.1.  Research design 

In this study, the author focuses on the effect of screen size on the level of attention and understanding 

of students in distance learning. In this research design, si classification uses a combination of SMA which has 

been modified by combining it with the convolutional neural network (CNN) classifier with multiple input 

variables. Figure 1 shows the location of the sensors that can be observed in brainwave data retrieval. The data 

retrieval results using these sensors will be processed to obtain brainwave signals affecting student focus. In 

general, this experiment is divided into 4 major phases, namely preprocessing data, converting data into  

SMA-scale data, then converting the data into tensors for processing on the CNN network, and the last stage 

is classification using a multivariable CNN classifier using deep learning methods. Preprocessing is the stage 

where the data is cleaned of artifacts and noise using the z-score averaging method to be processed in the next 

phase. Then the next step is to process the data into a signal magnitude scale by taking the median of each data 

and comparing it with a data point. The next step is the data is prepared to be entered into a CNN-based artificial 

neural network after the conversion is complete then the data is forwarded to a CNN-based classifier that has 

been trained previously by public data that focuses on student engagement and focuses attention on the content 

presented on a digital screen [26]. 

 

 

 
 

Figure 1. Point of brainwave location [31] 

 

 

In the next process, the classifier will classify the participants into the not-engagement class and the 

focused (engaged) class. In the final process, the model will be tested with a parameter matrix which includes 

classical methods such as sensitivity accuracy, which will be combined with an output comparison where the 

predictions of a system will be compared with the original specifications and later, the general system 

performance will be evaluated according to the data in the matrix. Figure 2 shows the steps for classifying a 

person's attention level using this experiment. 
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Figure 2 shows the steps in proving the method offered, the first step in this research is to collect brain 

wave data. This data can be obtained from an electroencephalography (EEG) tool that can record the 

participants' brain waves and then be normalized using z-score normalization. To remove the noise from the 

brainwave data, a denoising process was carried out using the SMA method to obtain the allowable data value 

for analysis. This research focuses on the preprocessing process, which needs to be addressed in previous 

research and also uses public data tested by previous researchers [32], not using private data whose data validity 

may be doubted. The normalized data is collected in a feature matrix, and the matrix is transformed into data 

that matches the CNN features to be used. The data will later be tested using a modified model using public 

data. This model recognizes two states, namely a state of comfort and a state of discomfort. The class will 

predict one of the two outputs to be used as a reference in evaluating the performance model. Table 1 is an 

example of the results of recording brain waves using EEG. From the results of these recordings, the system 

can record several attributes of the brain waves in the form of attention level, raw data, delta, theta, alpha, beta, 

and gamma signals. 

 

 

 
 

Figure 2. System overview 

 

 

Table 1. Sample of brainwave data 
No Att Raw Delta Theta Alpha Beta Gamma 

1 77 612 1168234 76559 17671 31863 5930 

2 61 650 1000755 284199 106613 137788 44498 

3 61 555 1000755 284199 106613 137788 44498 

4 69 359 1397841 83854 13089 39550 12335 

5 69 42 1397841 83854 13089 39550 12335 

6 70 -6 220810 42100 10811 6305 1055 

7 81 33 882279 446036 200258 19463 12986 

8 81 213 882279 446036 200258 19463 12986 

9 88 222 538825 90035 248874 10521 5208 

10 88 -43 538825 90035 248874 10521 5208 

12 90 266 486405 532454 148791 21272 4584 

Data format: 

Att : attention level measured by neurosky algorithm Raw : unfiltered EEG brainwave signal 
Delta : signal delta EEG brainwave   Theta : signal theta EEG brainwave 

Alpha : signal alpha EEG brainwave   Beta : signal beta EEG brainwave 

Gamma : signal gamma EEG brainwave 

 

 

In the final stage, the data in this study will be evaluated and tested based on a confusion matrix as a 

test method that will produce system accuracy, focus comparisons when using different devices, and 

comparisons of the CNN method without preprocessing and using SMA preprocessing. To observe what 

signals, need to be taken to observe student focus, Figure 2 is the condition of a person with a signal recording 

range from 0 to 40 Hz. Based on Table 2, it can be seen that the characteristics of the data tested in this study 

where the data will be parsed according to their respective dimensions, some of which symbolize the SMA 

index, which represent the brain waves that have been divided according to the EEG power band standard, 

namely four types of alpha beta delta waves and a scale property attention results from device manufacturers 

and they will be compared with self-assessment scales made by participants on the training dataset. 
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Table 2. Characteristics of EEG brain waves [33] 
Brain wave Frequency range (Hz) Occurrence 

Delta 0–4  Condition sleep 
Theta 4–8  Condition going to sleep 

Alpha 8–13  Condition relax, calm, thinking 

Beta 15–40  Condition focus, alert, mental work, anxiety including 

 

 

2.2.  Preprocessing EEG 

In the initial step, the dataset that will be used as training data will be normalized. Figure 3 is the 

histogram of the dataset that will be used as system training data. Figure 3 is a histogram of the brainwave 

dataset that will be used as training data, where Figure 3(a) shows the results of the attention level data 

recording, Figure 3(b) shows the raw data from the brainwave recording while Figures 3(c)-(f) shows the 

recorded signal to be observed for the training data. 
 

 

   
(a) 

 

(b) (c) 

   
(d) (e) (f) 

 

Figure 3. Histogram of features dataset (a) attention level, (b) dataset raw data, (c) delta signal, (d) theta 

signal, (e) alpha signal, and (f) beta signal 
 

 

The initial and most crucial part of this research is retrieving data from brain waves and ensuring that 

the data taken is ready to be analyzed and included in the classifier. In this process, the normalization process 

will be implemented using the z-score method with the following formula [34]. 
 

𝑍 =
𝑋−𝑋

𝑆𝐷𝑥
 (1) 

 

After normalizing the data, there will be some standardized data using the z-score calculation, and 

Figure 4 is the histogram of the normalized data using the z-score calculation. Data normalization is making 

several variables have the same range of values, none of which are too large or too small, to make statistical 

analysis more straightforward. The normalization method used in this study is the z-score, the standard score. 

The essence of this technique is to transform data from values to a broad scale where the mean is zero, and the 

standard deviation is one. The results of normalization are shown in Figure 4, where Figure 4(a) shows the 

histogram of normalized attention level results, Figure 4(b) shows the results of normalization of raw data, and 

Figures 4(c)-(f) shows the results of normalizing the EEG signal. 
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(a) (b) 

 

  
(c) 

 

(d) 

  
(e) (f) 

 

Figure 4. Histogram of data (a) attention level after normalization, (b) raw data after normalization, (c) delta 

signal after normalization, (d) theta signal after normalization, (e) alpha signal after normalization, and  

(f) beta signal after normalization 

 

 

After the normalization process is carried out using the z-score method. The results of brain wave 

normalization will be processed using the SMA method to detect outline data so that the data obtained avoids 

overfitting. The following is the formula used for preprocessing using the SMA method [33]. 

 

SMA = ∑  𝑁−1
𝑖=1 |𝑥(𝑖+1) − 𝑥𝑖| (2) 

 

Before entering the machine learning process, the normalized data must first have a threshold so that 

noise does not occur during machine learning processing. This method will later adjust the characteristics of 

the data with machine learning methods and the characteristics of the single band EEG tool used in this study. 

The determination of the threshold or threshold in this study uses the following equation. 

 

 EEGThreshold (𝑥) = 𝐴𝑉𝐺(SMAs(𝑥)) + STD⁡(SMAS(𝑥)) (3) 

In calculating the threshold using the formula above, the researcher will determine the threshold for 

brain wave data permitted to be processed using the CNN method. The threshold results from this calculation 

are illustrated in Figures 5(a) and 5(b) with the threshold used as a natural evaluator to compare individuals 

and populations. Figure 5(a) shows the recorded brain waves divided using the SMA scale to produce groups 

above and below the threshold, while Figure 5(b) shows the allowable threshold using the SMA scale. The use 
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of the SMA method in this study aims to standardize the signals obtained to improve the accuracy of the  

test results. 

 

 

  
(a) (b) 

 

Figure 5. Example of the frequency of brain wave recordings (a) normal data before the threshold process 

and (b) results threshold using the SMA method 

 

 

2.3.  EEG classification with CNN 

CNN is a method derived from the development of the multilayer perceptron (MLP) for processing 

two-dimensional data [35]. Figure 6 is a design for applying the CNN method to classify recorded brainwave 

signals as focused or out of focus. CNN is a method that was first developed under the name NeoCognitron by 

a Japanese researcher named Kunihiko Fukushima [36]. The concept developed by Kunihiko Fukushima was 

later developed by a researcher from the USA on behalf of LeCun. LeCun succeeded in developing CNN's 

initial model under the name LeNet in research that discussed number and handwriting recognition. The 

application of the CNN method is getting more and more popular, thanks to the fact that in 2012 Alex 

Krizhevsky won the ImageNet large scale visual recognition challenge 2012 competition using the CNN 

method. This further proves the CNN method as the best object classification method in the image, after 

outperforming other machine learning methods such as SVM [37]. 

 

 

 
 

Figure 6. CNN architecture method 

 

 

2.4.  Testing scenario 

In this study, testing the proposed method will be carried out on 20 participants. Each participant will 

be given approximately 10 minutes to watch learning videos related to the introduction of algorithms and 

programming. In these 10 minutes, the recording duration will only be 5 minutes to reduce data errors at the 

test's beginning and end. This test will be carried out on each participant using three different devices: a curve 

screen, a flat screen and a smartphone. In addition to assessing the recorded brain waves, this study will also 

conduct a self-assessment based on standardized questions with psychological standards. The purpose of this 

self-assessment is that later there will be two sides to the measurement, which will result in the test results 

being accountable. Figure 7 is testing documentation when students carry out the online learning process using 

different types of screens, where Figure 7(a) shows the user using a curve screen, Figure 7(b) using a flat 

screen, and Figure 7(c) using a smartphone screen. 

Figure 7(a) is the process of recording student brain waves during online learning using a curve screen, 

and you can see the student's head using the tool used to record brain waves. Figure 7(b) shows the process of 

recording brain waves using a flat screen and Figure 7(c) shows the process of recording brain waves when 

students use smartphones. The brain recordings from different screens will later be compared to produce which 
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device produces the highest focus when used as a learning medium. Not only comparing, but this study also 

uses the CNN method to classify attention from brain wave recordings and compares it with the accuracy of 

the application of the CNN+SAM method when classifying participants' attention levels. 
 

 

   
(a) (b) (c) 

 

Figure 7. Brainwave testing and data collection with (a) curve screen, (b) flat screen, and (c) smartphone 

screen 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Testing with different screen scenario 

In this study, each participant listened to a lecture on the introduction of algorithms and programming. 

Each lecture session in this study was conducted for approximately 10 minutes for each module. Each 

participant was given a different screen for each module to become a random variable in this study. In this test 

with a duration of 10 minutes, brain wave recording will start from the 5th minute to the 10th minute. This was 

done to minimize the imperfection of the data because the participants in the first minute currently adapting to 

the use of the tool. Following the test scenario described, the total number of participants used is 20. Table 3 

is a sample of test data that displays the results of 10 participants' brain recordings with different screen types 

like curved, flat, and smartphone screens. The average results of each difference in screen size used in this 

study will be presented in Table 4. 

Table 3 shows the results of recording user brain waves while watching learning videos with different 

types of screens: curve, flat, and smartphone, which were observed by recording brain waves and giving a 

questionnaire in the form of a self-assessment to validate the results of brain wave recording. If you look at it 

broadly, it may be obscure that the difference in the level of attention of different devices is obvious. To see 

the effect of the differences in each screen used is presented in Table 4. 

Table 4 shows the average user attention level results when using the curve, flat, and smartphone 

screens. The average value attention level for curved screens is 71, flat screens are 68, and smartphone screens 

are 65. The results of this attention level are also supported by the results of the self-assessment questionnaire, 

which is directly proportional to the average attention level results. In general, the results of this test show that 

the average level of attention when users use curved screen devices is significantly more than flat screens and 

smartphones. This result is because the large and curved screen makes the user comfortable watching the 

lessons given it will indirectly increase the user's level of attention. 
 

 

Table 3. Sample test results with different screen types 
Sample 

user 
Screen type Raw data Alpha wave Beta wave Delta wave 

Attention 

level 

Self-assessment 

of attention 

001 Curved 612 11804 74577 12935 75 1 
002 Flat 534 22302 28650 12046 75 0 

003 Smartphone 33 25023 18700 32025 60 1 

004 Flat 650 30609 21250 14027 70 1 
005 Flat 507 44000 16500 21250 70 0 

006 Flat -43 57625 17700 23090 76 1 

007 Curved 465 33000 51250 24270 78 1 
008 Curved 272 17890 72000 13210 80 1 

009 Smartphone 80 24020 48730 32025 73 1 

010 Smartphone 12 24021 38650 31020 72 1 

 
 

Table 4. Average test results with different screen types 
Number of 

sample user 
Screen type 

Average 

raw data 

Average 

alpha wave 

Average 

beta wave 

Average 

delta wave 

Average 

attention level 

Self-assessment 

of attention 

20 Curved 75.56 41383.25 24319.39 605787.35 71 18 

20 Flat 73.12 38112.12 23452.78 60782.45 68 16 

20 Smartphone 73.06 34235.67 18456.81 61973.65 65 14 
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3.2.  Comparison of CNN classification and CNN+SMA thresholding 

In the experiment, the CNN classifier and the CNN classifier combined with the SMA were developed 

to predict the study's degree of engagement between subjects from brain wave data. The results of predictions 

and experiments that have been carried out will be compared with the results of each student's self-assessment 

to find out whether the predictions made by the classifier are correct, and then statistical calculations are carried 

out, which are used to measure the effectiveness of the model in measuring the level of student involvement. 

Table 5 is the result of testing the application of the SMA method as preprocessing to classify the level of 

student engagement when doing online learning. 

Table 4 shows the SMA method combined with the CNN method to classify whether the user is 

focused when given video learning material. Based on tests involving 20 users, it was found that the prediction 

results given by the system by reading brain waves using the CNN method were smaller than the combination 

of the CNN and SMA methods. The prediction results from a system that combines the CNN and SMA methods 

have a smaller prediction error than the CNN method, as evidenced by the answers from the user's direct self-

assessment. Based on system testing, it was found that using the CNN method combined with SMA at the 

preprocessing stage has a higher accuracy value than relying solely on the CNN method, where combining 

these methods can provide an increase of 8.33%. 
 

 

Table 5. Comparison of CNN and CNN + SMA method 

No Screen type 

Prediction of attention 

level with CNN 

Prediction attention level 

with CNN + SMA 

CNN accuracy 

(%) 

CNN + SMA 

accuracy (%) 

True False True False   

1 Curved 17 3 18 2 85 90 

2 Flat 14 6 17 3 70 85 

3 Smartphone 15 5 16 4 75 80 
Average Accuracy 76.67 85 

 

 

4. CONCLUSION 

Based on the study results, adding a SMA as a thresholding method at the preprocessing stage in the 

development of an engagement detection system in online learning increased the classifier's performance by 

8.33%. The results of experiments conducted in this study indicate a correlation between the addition of the 

SMA index with the addition of the level of attention with a proprietary algorithm produced by Neurosky as a 

device manufacturer. These results indicate that the potential of the SMA method to be developed as a 

parameter to calculate brain wave relaxation is work that needs to be explored in further research. In addition, 

using a curve screen produces a higher attention level value than using flat screens and smartphones in the 

implementation of distance learning. Education providers can consider it one of the concerns to improve the 

quality of student learning. 

 

 

ACKNOWLEDGEMENTS 

In the end, this research was able to run as expected, for that the researchers would like thank to 

Directorate General of Higher Education, Ministry of Education, Culture, Research and Technology have 

provided funding for this research, Udayana University which has provided space for the implementation of 

research and has provided laboratories with various sizes and types of screens for system testing. 

 

 

REFERENCES 
[1] Ministry of Education and Culture, Ministry of Religion, Ministry of Health, and Ministry of Home Affairs, “Guidelines for 

Organizing Learning in the Academic Year and New Academic Year during the Corona Virus Disease Pandemic (Covid-19),” 

kemdigbud.go.id, 2020, Accessed: Jan. 11, 2022. [Online]. Available: https://www.kemdikbud.go.id/main/blog/2020/06/panduan-
penyelenggaraan-pembelajaran-pada-tahun-ajaran-dan-tahun-akademik-baru-di-masa-covid19 

[2] L. D. Lapitan, C. E. Tiangco, D. A. G. Sumalinog, N. S. Sabarillo, and J. M. Diaz, “An effective blended online teaching and 

learning strategy during the COVID-19 pandemic,” Education for Chemical Engineers, vol. 35, pp. 116–131, Apr. 2021, doi: 
10.1016/j.ece.2021.01.012. 

[3] M, Sukardi, S. Giatman, Haq, Sarwandi, and Y. F. Pratama, “Effectivity of Online Learning Teaching Materials Model on 

Innovation Course of Vocational and Technology Education,” Journal of Physics: Conference Series, vol. 1387, no. 1, p. 012131, 
Nov. 2019, doi: 10.1088/1742-6596/1387/1/012131. 

[4] Y. T. Prasetyo et al., “Determining Factors Affecting the Acceptance of Medical Education eLearning Platforms during the COVID-

19 Pandemic in the Philippines: UTAUT2 Approach,” Healthcare, vol. 9, no. 7, p. 780, Jun. 2021, doi: 10.3390/healthcare9070780. 
[5] A. A. Jónsdóttir, Z. Kang, T. Sun, S. Mandal, and J.-E. Kim, “The Effects of Language Barriers and Time Constraints on Online 

Learning Performance: An Eye-Tracking Study,” Human Factors: The Journal of the Human Factors and Ergonomics Society, p. 

001872082110109, May 2021, doi: 10.1177/00187208211010949. 

[6] E. Peper, V. Wilson, M. Martin, E. Rosegard, and R. Harvey, “Avoid Zoom Fatigue, Be Present and Learn,” NeuroRegulation, vol. 

8, no. 1, pp. 47–56, Mar. 2021, doi: 10.15540/nr.8.1.47. 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 12, No. 4, August 2023: 2292-2301 

2300 

[7] R. Riandini, S. A. Aditya, R. N. Wardhani, and S. Setiowati, “Prediction of Digital Eye Strain Due to Online Learning Based on 

the Number of Blinks,” Indonesian Journal of Electrical Engineering and Informatics (IJEEI), vol. 10, no. 2, Jun. 2022, doi: 
10.52549/ijeei.v10i2.3500. 

[8] S. Park et al., “Effects of display curvature, display zone, and task duration on legibility and visual fatigue during visual search 

task,” Applied Ergonomics, vol. 60, pp. 183–193, Apr. 2017, doi: 10.1016/j.apergo.2016.11.012. 
[9] Q. Abbas and A. Alsheddy, “Driver Fatigue Detection Systems Using Multi-Sensors, Smartphone, and Cloud-Based Computing 

Platforms: A Comparative Analysis,” Sensors, vol. 21, no. 1, p. 56, Dec. 2020, doi: 10.3390/s21010056. 

[10] Z. Zhao, N. Zhou, L. Zhang, H. Yan, Y. Xu, and Z. Zhang, “Driver Fatigue Detection Based on Convolutional Neural Networks 
Using EM-CNN,” Computational Intelligence and Neuroscience, vol. 2020, pp. 1–11, Nov. 2020, doi: 10.1155/2020/7251280. 

[11] B. K. Savas and Y. Becerikli, “Real Time Driver Fatigue Detection System Based on Multi-Task ConNN,” IEEE Access, vol. 8, 

pp. 12491–12498, 2020, doi: 10.1109/access.2020.2963960. 
[12] T. Tuncer, S. Dogan, and A. Subasi, “EEG-based driving fatigue detection using multilevel feature extraction and iterative hybrid 

feature selection,” Biomedical Signal Processing and Control, vol. 68, p. 102591, Jul. 2021, doi: 10.1016/j.bspc.2021.102591. 

[13] Q. Zhuang, Z. Kehua, J. Wang, and Q. Chen, “Driver Fatigue Detection Method Based on Eye States With Pupil and Iris 
Segmentation,” IEEE Access, vol. 8, pp. 173440–173449, 2020, doi: 10.1109/access.2020.3025818. 

[14] M. Rashid, M. Mustafa, N. Sulaiman, N. R. H. Abdullah, and R. Samad, “Random Subspace K-NN Based Ensemble Classifier for 

Driver Fatigue Detection Utilizing Selected EEG Channels,” Traitement du Signal, vol. 38, no. 5, pp. 1259–1270, Oct. 2021, doi: 
10.18280/ts.380501. 

[15] R. Hooda, V. Joshi, and M. Shah, “A comprehensive review of approaches to detect fatigue using machine learning techniques,” 

Chronic Diseases and Translational Medicine, vol. 8, no. 1, pp. 26–35, Feb. 2022, doi: 10.1016/j.cdtm.2021.07.002. 
[16] S. Chandharakool et al., “Effects of Tangerine Essential Oil on Brain Waves, Moods, and Sleep Onset Latency,” Molecules, vol. 

25, no. 20, p. 4865, Oct. 2020, doi: 10.3390/molecules25204865. 

[17] Y. Liu, Z. Lan, J. Cui, O. Sourina, and W. M-Wittig, “Inter-subject transfer learning for EEG-based mental fatigue recognition,” 
Advanced Engineering Informatics, vol. 46, p. 101157, Oct. 2020, doi: 10.1016/j.aei.2020.101157. 

[18] A. Sakalle, P. Tomar, H. Bhardwaj, D. Acharya, and A. Bhardwaj, “A LSTM based deep learning network for recognizing emotions 
using wireless brainwave driven system,” Expert Systems with Applications, vol. 173, p. 114516, Jul. 2021, doi: 

10.1016/j.eswa.2020.114516. 

[19] C. Hamesse, J. Nelis, R. Haelterman, and S. L. Bue, “ rch Opportunities in Immersive Technologies Lessons Learned and New Resea
for Defence Applications,” Sci-Fi IT 2020, Sep. 2020, Accessed: Dec. 30, 2022. [Online]. Available: 

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=19a7OPUAAAAJ&citation_for_view=19a7OPUAAA

AJ:u-x6o8ySG0sC 
[20] C. D-Piedra, M. V. Sebastián, and L. L. D. Stasi, “EEG Theta Power Activity Reflects Workload among Army Combat Drivers: 

An Experimental Study,” Brain Sciences, vol. 10, no. 4, p. 199, Mar. 2020, doi: 10.3390/brainsci10040199. 

[21] C. M. Dunham et al., “Brainwave Self-Regulation during Bispectral IndexTM Neurofeedback in Trauma Center Nurses and 
Physicians after Receiving Mindfulness Instructions,” Frontiers in Psychology, vol. 10, Sep. 2019, doi: 10.3389/fpsyg.2019.02153. 

[22] A. Hassan et al., “Effects of Walking in Bamboo Forest and City Environments on Brainwave Activity in Young Adults,” Evidence-

Based Complementary and Alternative Medicine, vol. 2018, pp. 1–9, 2018, doi: 10.1155/2018/9653857. 
[23] V. Stefanidis, S. Papavlasopoulos, M. Poulos, and N. Bardis, “Bibliometrics EEG Metrics Associations and Connections Between 

Military Medicine and the Differentiate Post Traumatic Stress Disorder (PTSD),” WSEAS TRANSACTIONS ON BIOLOGY AND 

BIOMEDICINE, vol. 18, pp. 66–71, May 2021, doi: 10.37394/23208.2021.18.8. 
[24] S. Villafaina, D. J. P. F-García, N. Gusi, J. F. T-Aguilera, and V. J. C-Suárez, “Psychophysiological response of military pilots in 

different combat flight maneuvers in a flight simulator,” Physiology and Behavior, vol. 238, p. 113483, Sep. 2021, doi: 

10.1016/j.physbeh.2021.113483. 
[25] C. He, R. K. Chikara, C.-L. Yeh, and L.-W. Ko, “Neural Dynamics of Target Detection via Wireless EEG in Embodied Cognition,” 

Sensors, vol. 21, no. 15, p. 5213, Jul. 2021, doi: 10.3390/s21155213. 

[26] H. Wang, Y. Li, X. Hu, Y. Yang, Z. Meng, and K.-M. Chang, “Using EEG to improve massive open online courses feedback 
interaction,” CEUR Workshop Proceedings, vol. 1009, pp. 59–66, Jan. 2013. 

[27] S. Phadikar, N. Sinha, and R. Ghosh, “Automatic Eyeblink Artifact Removal From EEG Signal Using Wavelet Transform With 

Heuristically Optimized Threshold,” IEEE Journal of Biomedical and Health Informatics, vol. 25, no. 2, pp. 475–484, Feb. 2021, 
doi: 10.1109/jbhi.2020.2995235. 

[28] E. Park, J. Han, K. J. Kim, Y. Cho, and A. P. del Pobil, “Effects of Screen Size in Mobile Learning Over Time,” in Proceedings of 

the 12th International Conference on Ubiquitous Information Management and Communication, Jan. 2018, doi: 
10.1145/3164541.3164625. 

[29] S. Tang, A. W I-Seidler, M. Torok, A. J. Mackinnon, and H. Christensen, “The relationship between screen time and mental health 

in young people: A systematic review of longitudinal studies,” Clinical Psychology Review, vol. 86, p. 102021, Jun. 2021, doi: 
10.1016/j.cpr.2021.102021. 

[30] K. A. Sheen and Y. Luximon, “Effect of in-app components, medium, and screen size of electronic textbooks on reading 

performance, behavior, and perception,” Displays, vol. 66, p. 101986, Jan. 2021, doi: 10.1016/j.displa.2021.101986. 
[31] I. P. A. E. D. Udayana, M. Sudarma, and N. W. S. Ariyani, “Detecting Excessive Daytime Sleepiness With CNN And Commercial 

Grade EEG,” Lontar Komputer : Jurnal Ilmiah Teknologi Informasi, vol. 12, no. 3, p. 186, Nov. 2021, doi: 

10.24843/lkjiti.2021.v12.i03.p06. 
[32] H. Zhang, M. Zhao, C. Wei, D. Mantini, Z. Li, and Q. Liu, “EEGdenoiseNet: a benchmark dataset for deep learning solutions of 

EEG denoising,” Journal of Neural Engineering, vol. 18, no. 5, p. 056057, Oct. 2021, doi: 10.1088/1741-2552/ac2bf8. 

[33] J. Kim, J. Seo, and T. H. Laine, “Detecting boredom from eye gaze and EEG,” Biomedical Signal Processing and Control, vol. 46, 
pp. 302–313, Sep. 2018, doi: 10.1016/j.bspc.2018.05.034. 

[34] M. A. Imron and B. Prasetyo, “Improving Algorithm Accuracy K-Nearest Neighbor Using Z-Score Normalization and Particle 

Swarm Optimization to Predict Customer Churn,” Journal of Soft Computing Exploration, vol. 1, no. 1, Oct. 2020, doi: 
10.52465/joscex.v1i1.7. 

[35] I. P. A. E. D. Udayana, M. Sudarma, and P. G. S. C. Nugraha, “Implementation of Convolutional Neural Networks to Recognize 

Images of Common Indonesian Food,” IOP Conference Series: Materials Science and Engineering, vol. 846, no. 1, p. 012023, May 
2020, doi: 10.1088/1757-899x/846/1/012023. 

[36] K. Fukushima, “Artificial Vision by Deep CNN Neocognitron,” IEEE Transactions on Systems, Man, and Cybernetics: Systems, 

vol. 51, no. 1, pp. 76–90, Jan. 2021, doi: 10.1109/tsmc.2020.3042785. 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Effect on signal magnitude thresholding on detecting student … (I Putu Agus Eka Darma Udayana) 

2301 

[37] A. Rehman, S. Naz, M. I. Razzak, F. Akram, and M. Imran, “A Deep Learning-Based Framework for Automatic Brain Tumors 
Classification Using Transfer Learning,” Circuits Syst Signal Process, vol. 39, no. 2, pp. 757–775, Feb. 2020, doi: 10.1007/s00034-

019-01246-3. 

 

 

BIOGRAPHIES OF AUTHORS 

 

 

I Putu Agus Eka Darma Udayana     continuing his Doctoral education at 

Udayana University, Indonesia. He also received his M.T. (Informatics Engineering at the 

Faculty of Engineering) from Udayana University, Indonesia, in 2014. He is currently the 

Coordinator of the Research Department at the Indonesian Institute of Business and 

Technology. His research includes information systems and artificial intelligence and is 

currently researching artificial intelligence in the health sector. He can be contacted at email: 

agus.ekadarma@gmail.com. 

  

 

Made Sudarma     holds a Doctorate from Udayana University, Indonesia, in 2012. 

He also holds an M.A.Sc. (Master of Applied Science) from SITE-OU: School of Information 

Technology and Engineering, Ottawa University Canada in 2000. During his studies at SITE-

OU, he was an assistant professor and a member of the research team of the built-in self-

testing compaction generator field VLSI technology. He is also a professor of information 

technology science at the Electrical Engineering Study Program, Faculty of Engineering, 

Udayana University at Udayana University since 2019. His research includes internet and 

web applications, cloud computing, artificial intelligence, data warehousing and data mining, 

computer graphics and virtual reality, as the author of books and as a reviewer in international 

and national journals. In addition, he also completed vocational education (IPU., ASEAN 

Eng) and is active in academic activities, and he also work as an Information Technology 

consultant in local government, private sector, and tourism. He can be contacted at email: 

msudarma@unud.ac.id 

  

 

I Ketut Gede Darma Putra     hold a Doctoral degree from Gajah Mada 

University, Indonesia, in 2007. He also obtained his M.T (Master of Engineering) degree 

from Gajah Mada University, Indonesia, in 2000. He received his S.Kom degree in 

informatics engineering from the Institute of Ten November Technology Surabaya, 

Indonesia, in 1997 and now he is a lecturer in the Department of Electrical Engineering and 

Information Technology, Udayana University Bali, Indonesia. He is currently a professor of 

information technology science at the Faculty of Engineering, Udayana University, since 

2014. His research interests are biometrics, image processing, data mining, and soft 

computing. He can be contacted at email: ikgdarmaputra@unud.ac.id. 

  

 

I Made Sukarsa     hold a Doctoral degree from Udayana University, Indonesia, 

in 2019. He also obtained his M.T (Master of Engineering) degree from Gajah Mada 

University, Indonesia, in 2005. He received his S.T degree in informatics engineering from 

the Gajah Mada University, Indonesia, in 2000 and now he is a lecturer in the Lecturer at the 

Department of Information Technology, Faculty of Engineering Udayana, Indonesia. 

Currently actively teaching and conducting research on IT governance, dialog models on 

chatbot engines, datawarehouses and system integration. He can be contacted at email: 

sukarsa@unud.ac.id. 

  

https://orcid.org/0000-0002-9963-0971
https://scholar.google.co.id/citations?user=4oEdQfcAAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=57217136804
https://www.webofscience.com/wos/author/record/32832336
https://orcid.org/0000-0002-8331-0519
https://scholar.google.co.id/citations?hl=en&user=Hv2pisMAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=6506568234
https://www.webofscience.com/wos/author/record/32832847
https://orcid.org/0000-0002-1960-6462
https://scholar.google.co.id/citations?hl=en&user=Cm9pMCwAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=55847371700
https://www.webofscience.com/wos/author/record/32501090
https://orcid.org/0000-0002-6396-4048
https://scholar.google.co.id/citations?hl=en&user=zmBC0GIAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=56009093600
https://www.webofscience.com/wos/author/record/2176292

