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 The problem of detecting linear attacks on industrial systems is presented in 

this paper. The object is attacked by linear attack is the wireless 

communication process from sensors to controller with simulated 

mathematical model (stochastic dynamical systems and random noises). The 

attack matrices are calculated to ensure that Kullback-Leiber (K-L) 

algorithm is passed. With these matrices, the window limited cumulative 

SUM (WL-CUSUM) algorithm and finite moving average (FMA) algorithm 

are utilized to detect the changes in the sequence of residuals generated from 

Kalman filter method and are appreciated the ability to detect the linear 

attack. The simulated results show that an appropriate range of threshold of 

the WL-CUSUM and FMA algorithm can be chosen to detect the linear 

attack in case the K-L method cannot detect. Moreover, tested results using 

the Monte Carlo simulation also show that the evaluation performance of the 

FMA detection algorithm is better than that of WL-CUSUM, CUSUM, and 

Chi-squared (Chi2). 
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1. INTRODUCTION 

Distributed control systems (DCS) are widely used in a lot of fields of industry, such as electric power 

grids, chemical factories, paper or food factories. It is very important to retain the good operation of data 

processing, data collection and secureing the data integrity in such systems. The operation of DCS depends on 

communication networks because of their geographically dispersed characteristics. So it can attack DCS at a lot 

of points [1]–[13]. From 2017, in [5]–[7], [10] initiated a type which changed the data transmitted from sensors 

to controllers in a DCS. The attack is a typical cyber/physical attack and proven to be very dangerous. Some 

attack detection algorithms, such as Chi-squared (Chi2) algorithm in several cases or Kullback-Leiber (K-L) 

algorithm in any case [5], [6] and traditional abrupt change detection algorithms can be passed. It can attack any 

system during a short period due to the resources limit, leading to the change in the parameter of short duration. 

Therefore, it is necessary to check algorithms to detect dangerous attack on short signals (transient change) 

before they disappear.  

This paper focus on the detection of linear attack in DCS. Detecting linear attack is a kind of the fault 

detection and isolation (FDI) problem. FDI detects whether faults have appeared and identify the types of the 

faults from systems states under the affection of random noises. It consists of two steps, that is generating and 

https://creativecommons.org/licenses/by-sa/4.0/
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evaluating residual. The residuals are first generated by using Kalman filter. These residuals, then, are evaluated 

by detection algorithms, such as finite moving average (FMA), window limited cumulative SUM (WL-

CUSUM), CUSUM, Chi2, and fixed-size sample (FSS). These algorithms are applied in case the expectation 

and the variance of the system are known when occur abnormal changes. Besides, we can use weighted 

likelihood ratio (WLR), generalized likelihood ratio (GLR) in case the expectation and the variance of the 

system are unknown when there are abnormal changes. In our paper, the attacked object by linear attack is a 

wireless communication process from sensors to controller as shown in Figure 1. 
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Figure 1. Diagram describing the linear attack’s position 
 

 

Inherited our published research results [14], [15], in this paper we compare WL-CUSUM, FMA, 

CUSUM, and Chi2 algorithms on the linear attack detection ability, to confirm the effectiveness of these 

algorithms. The Chi2 algorithm only utilizes the data before an unusual alteration, while the data both after 

and before an unusual alteration is utilized by the CUSUM, WL-CUSUM, and FMA [16]. The next parts of 

the paper are arranged as follows: the section 2 presents a general view of the linear attack, K-L, CUSUM 

and Chi2 detection algorithms. WL-CUSUM and FMA detection algorithms are shown in the section 3. 

Discussions on application of WL-CUSUM and FMA are shown in section 4 and section 5 presents some 

conclusions and our future works. 

 

 

2. LINEAR ATTACK, K-L, CUSUM AND CHI-SQUARED DETECTION ALGORITHMS 

Perpending a DCS with the linear attack point presented in Figure 1, which impacts the wireless 

transmission data at the output of sensor [5]. Input signal and the relationship between input and output of the 

sensors can be performed as in (1) [5]. 

 

𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝜔𝑘;  𝑦𝑘 = 𝐶𝑥𝑘 + 𝑣𝑘 (1) 

 

Where: 𝑥𝑘 ∈ ℝ𝑛is the process states; 𝑦𝑘 ∈ ℝ𝑚is the sensor’s output signal; 𝜔𝑘 ∈ ℝ𝑛 , 𝜔𝑘 ∼ 𝑁(0, 𝑄) is white 

noise acted on state variable; 𝑣𝑘 ∈ ℝ𝑚, 𝑣𝑘 ∼ 𝑁(0, 𝑅) is gaussian noise, white noise that acted on sensors; 

𝑅 > 0;  𝑄 ≥ 0 are covariance matrices of white noise; 𝑥̂𝑘
−, 𝑥̃𝑘  are estimations of the remote estimator’s state 

when not assaulted and having assaulted , respectively; 𝐴 ∈ ℝ𝑛×𝑛 , 𝐶 ∈ ℝ𝑚×𝑚 are system matrices; 𝑃̄ is the 

estimation of the covariance at steady state; 𝑘 ∈ 𝑁 is the index of each variable.  

When having not attacked, it is easy to write the estimation of sensor output bias as in (2) [5], [17]. 
 

𝑧𝑘 = 𝑦𝑘 − 𝐶𝑥̂𝑘
−;  𝑧𝑘 ∼ 𝑁(0; 𝛴);  𝛴 = 𝐶𝑃̄𝐶𝑇 + 𝑅;  𝐸[𝑧𝑖, 𝑧𝑗

𝑇] = 0 ∀𝑖 ≠ 𝑗 (2) 
 

Where 𝐸[𝑧𝑖 , 𝑧𝑗
𝑇] is the expected residual components 𝑧𝑘. When having attacked, the sensor’s output signal is 

modified, and be described as in (3). 

 

𝑦̃𝑘 = 𝑧̃𝑘 + 𝐶𝑥̃𝑘
− (3) 

 

The K-L detection is founded on the fundamental of computing the difference between two strings 

of accidental values and be described as in (4) ) [5], [18]. 

 

𝐷(𝑧̃𝑘||𝑧𝑘) = ∫ 𝑓𝑧𝑘
(𝜒) 𝑙𝑜𝑔

𝑓𝑧̃𝑘
(𝜒)

𝑓𝑧𝑘
(𝜒)

𝑑𝜒 (4) 

 

Where 𝑓𝑧𝑘
(𝜒) and 𝑓𝑧𝑘

(𝜒) are the density functions of 𝑧̃𝑘and 𝑧𝑘. When 𝐷 is higher than a threshold 𝛿, the data 

is considered as being attacked, which expressed in (5). 
 

𝐷(𝑧̃𝑘||𝑧𝑘) ≤ 𝛿 → not assaulted          𝐷(𝑧̃𝑘||𝑧𝑘) > 𝛿 → assaulted (5) 
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Where 𝛿 is the K-L algorithm’s detection threshold.  

Based on [5], through the influence of linear attack, the signals of sensor are changed into, as shown 

in (3) and (6). 
 

𝑧̃𝑘 = 𝑇𝑘𝑧𝑘 + 𝑏𝑘 (6) 
 

Where 𝑇𝑘 ∈ ℝ𝑚×𝑚 is linear attack matrix; 𝑏𝑘 ∼ 𝑁(0, 𝛤𝑘) is Gaussian random variable. The linear attack can 

pass the K-L detection test when attack matrices 𝑇𝑘 , 𝛤𝑘 can be determined and satisfied (7) [5]. 
 

{

𝑚𝑖𝑛
(𝑇𝑘)

 𝑇𝑟(𝐶𝑃̄𝑃̄𝐶𝑇𝛴−1𝑇𝑘)

[
𝛴̃ 𝑇𝑘

𝑇𝑘
𝑇 𝛴−1] ≤ 0

; Γ𝑘 = 𝛴̃𝑘 − 𝑇𝑘𝛴𝑇𝑘
𝑇 (7) 

 

Based on the convex plan principle of Karush-Kuhn-Tucker, the relationship of two thresholds 

𝜇 and 𝛿 is expressed in (8) [5]. 
 

𝜇 (
1

2
𝑇𝑟(𝛴−1𝛴̃𝑘) −

𝑚

2
+

1

2
𝑙𝑜𝑔

|𝛴|

|𝛴̃𝑘|
− 𝛿) = 0 (8) 

 

Where 
1
min2

i m
i

 
  and 𝜆1, 𝜆2, . . . , 𝜆𝑚 are the eigenvalues of 𝐾𝑇𝐾𝛴;  𝐾is the Kalman coefficient matrix, 

𝑇𝑟(𝛴−1𝛴̃𝑘) is the matrix’s trace 𝛴−1𝛴̃𝑘. So, for each value 𝛿 of the K-L algorithm, the appropriate linear 

attack matrices 𝑇𝑘 , 𝛤𝑘 is always found to pass the K-L test. In this case, the residuals from remote estimator 

(Kalman filter) can be rewritten as (9). 
 

𝑧𝑘 ∼ {
𝑁(0, 𝛴0) 𝑖𝑓 1 ≤ 𝑘 < 𝑘0 𝑜𝑟 𝑘 ≥ 𝑘0 + 𝐿, when non-attacked

𝑁(0, 𝛴1) 𝑖𝑓 𝑘0 ≤ 𝑘 < 𝑘0 + 𝐿, when attacked                           
 (9) 

 

Where 𝛴0, 𝛴1matrices, calculated as (10). 
 

𝛴0 = 𝛴 = 𝐶𝑃̄𝐶𝑇 + 𝑅; 𝛴1 = 𝑇𝑘𝛴𝑇𝑘
𝑇 + 𝛤𝑘 (10) 

 

Under the influence of the linear attack, the covariance of system’s residual is clearly changed. 

Other attacks often change the mean. It shows how the linear attack is dangerous. According to [14], [15], 

[19], the Chi2 algorithm is different from the K-L algorithm in that it applies the quadratic form of 𝑧𝑘 value 

strings to test the significant deviation between of the error’s wanted value 𝑧𝑘 and the covariance. The Chi2 

procedure is described as (11). 

 

𝑇𝐶𝐻𝐼2 = 𝑚𝑖𝑛(𝑘: ∑ 𝑧𝑖
𝑇𝑘

𝑖=𝑘−𝐽+1 𝛴−1𝑧𝑖 ≥ ℎ) (11) 
 

According to [19]–[22], CUSUM algorithm differs from K-L and Chi2 algorithms in that it puts the 

theory of Wald into sequential analysis to analyze checked data’s anomalies. The CUSUM procedure is 

described as (12). 
 

𝑇𝐶𝑆 = 𝑚𝑖𝑛 {𝑘 ≥ 1: 𝑚𝑎𝑥
1≤𝑖≤𝑘

𝑆𝑖
𝑘 ≥ ℎ} ;  𝑆𝑖

𝑘 = ∑ 𝑙𝑛
𝑓𝜃1

(𝑥𝑡)

𝑓𝜃0
(𝑥𝑡)

𝑘
𝑡=𝑖  (12) 

 

 

3. WL-CUSUM AND FMA DETECTION ALGORITHMS 

3.1.  WL-CUSUM detection algorithm 

WL-CUSUM algorithm is a special case of CUSUM algorithm. The behavior of the log-likelihood 

ratio (LLR) {𝑆𝐿
𝑘}𝑘≥𝐿 is introduced in Figure 2(a). It is easy to see that before the change point 𝑘0 and after the 

change point 𝑘0 + 𝐿 − 1, the mean derivative of the LLR is negative, while between 𝑘0 and 𝑘0 + 𝐿 − 1 it is 

positive. The stopping time is described as in (13) [17], [23], [24]. 
 

𝑇𝑊𝐿 = 𝑚𝑖𝑛 {𝑘 ≥ 𝐿: 𝑚𝑎𝑥
𝑘−𝐿+1≤𝑖≤𝑘

𝑆𝑖
𝑘 ≥ ℎ} ;  𝑆𝑖

𝑘 = ∑ 𝑙𝑛
𝑓𝜃1

(𝑥𝑡)

𝑓𝜃0
(𝑥𝑡)

𝑘
𝑡=𝑖  (13) 

 

where 𝑆𝑖
𝑘 is the LLR, h is a chosen threshold. 

Considering a system 𝑋 = [𝑥1, 𝑥2, . . . 𝑥𝑘]𝑇 ∼ 𝑁(𝜇, 𝛴) and supposing that 𝑋 ∼ 𝑁(𝜂, 𝛴0) when non-

attacked, and 𝑋 ∼ 𝑁(𝜂, 𝛴1) when attacked. This system is described in (14). 
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𝑥𝑘 ∼ {
𝑁(𝜂, 𝛴0) 𝑖𝑓 1 ≤ 𝑘 < 𝑘0 𝑜𝑟 𝑘 ≥ 𝑘0 + 𝐿

𝑁(𝜂, 𝛴1) 𝑖𝑓 𝑘0 ≤ 𝑘 < 𝑘0 + 𝐿
 (14) 

 

In this case, the WL CUSUM’s statistic decision values 𝑔𝑘 are calculated according to (15), (16) [17], [23]: 
 

𝑔𝑘 = 𝑚𝑎𝑥
𝑘−𝐿+1≤𝑖≤𝑘

𝑆𝑖
𝑘 ≥ ℎ = {

𝑔𝑘−1 + 𝑠𝑘  if 𝑔𝑘−1 + 𝑠𝑘 > 0 𝑎𝑛𝑑 𝑘 ≥ 𝐿
0 if 𝑔𝑘−1 + 𝑠𝑘 < 0 𝑜𝑟 𝑘 < 𝐿

 (15) 

 

𝑠𝑘 =
1

2
𝑙𝑛

𝑑𝑒𝑡 𝛴0

𝑑𝑒𝑡 𝛴1
−

1

2
(𝑥 − 𝜇)𝑇[𝛴1

−1 − 𝛴0
−1](𝑥 − 𝜇) (16) 

 

The stopping time of WL-CUSUM test 𝑇𝑊𝐿  is satisfied (17) [20]. 
 

𝑇𝑊𝐿 = 𝑚𝑖𝑛(𝑘 ≥ 𝐿: 𝑔𝑘 ≥ ℎ) (17) 

 

3.2.  FMA detection algorithm 

The FMA is an algorithm that, for each time instant 𝑘 ≥ 1 , accomplishes a check between the 

alternative assumption H1 and the null assumption H0, according to the block of L observations 

𝑥𝑘−𝐿+1, . . . , 𝑥𝑘 (Figure 2(b)). For the time 𝑘 + 1, it shifts one step by erasing the last observation 𝑥𝑘−𝐿+1 and 

using the novel one 𝑥𝑘+1 to make block of the observations 𝑥𝑘−𝐿+2, . . . , 𝑥𝑘+1 [11], [12], [17], [23], [25]. The 

attack warning time of the FMA test is satisfied as (18). 
 

𝑇𝐹𝑀𝐴 = 𝑚𝑖𝑛 {𝑘 ≥ 𝐿: 𝑔𝑘 = 𝛾𝑖 ∑ 𝑙𝑛
𝑓𝜃1

(𝑥𝑘−𝑖+1)

𝑓𝜃0
(𝑥𝑘−𝑖+1)

𝐿
𝑖=𝑖 ≥ ℎ} (18) 

 

where h is a chosen threshold and 𝛾𝑖 > 0, for 𝑖 = 1, . . , 𝐿 are any weights for causal filters or predefined 

coefficients. Assume that coefficients 𝛾𝑖 = 𝛾 for 𝑖 = 1, . . , 𝐿, we have (19). 
 

𝑔𝑘 = 𝛾 ∑ 𝑙𝑛
𝑓𝜃1

(𝑥𝑘−𝑖+1)

𝑓𝜃0
(𝑥𝑘−𝑖+1)

= ∑ 𝛾𝑙𝑛
𝑓𝜃1

(𝑥𝑡)

𝑓𝜃0
(𝑥𝑡)

= ∑ 𝑆𝑡
𝑘𝑘

𝑡=𝑘−𝐿+1
𝑘
𝑡=𝑘−𝐿+1

𝐿
𝑖=𝑖  (19) 

 

In the case (change in covariance) described in (12), the FMA test’s 𝑔𝑘 values are calculated by (19), (20). 
 

𝑆𝑡
𝑘 =

1

2
𝛾 {𝑙𝑛

𝑑𝑒𝑡 𝛴0

𝑑𝑒𝑡 𝛴1
− (𝑥𝑡 − 𝜇)𝑇[𝛴1

−1 − 𝛴0
−1](𝑥𝑡 − 𝜇)} (20) 
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(b)  

Figure 2. Describe detection procedure (a) WL-CUSUM and (b) FMA [20] 

 

 

4. APPLICATION AND DISCUSSION 

In this paper, to evaluate the linear attack detection ability of the FMA and WL-CUSUM algorithms, 

we use the same model of a MIMO system with two sensors, which has been published by Guo et al. [5]. 

Based on [5], we have the object’s discrete state model in (1) with following data: 
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𝐴 = [
0.7 0.2

0.05 0.64
] ; 𝐶 = [

0.5 −0.8
0 0.7

] ; 𝑄 = [
0.5 0
0 0.7

] ; 𝑅 = [
1 0
0 0.8

] 

 

Simulation data is used to evaluate the applicability of the algorithms. We check the possibility of 

the existence of threshold h, so that the two algorithms can detect attacked data, in case the K-L algorithm 

cannot. In (8) shows the correlation of two thresholds 𝜇 and 𝛿 in the K-L algorithm. According to the 

dissection in [5], [15], we choose 𝛿in the value pattern 𝛿 ∈ [0; 2.544].  
 

 

 
 

 

 

   
 

  
=  = 

  
   

0 0

1 1

2 2

3 3

0            

0.5 1.2923    

1.0 1.1305    

1.5 1.0638    

4 4

5 5

6 6

    2.0 1.02627  

;     2.5 1.0019    

2.544 1.0          

 

   

 

  
 

=   =  
   

 

 

By applying MATLAB’s CVX toolbox to solve (7), we obtain the linear attack’s matrices 𝑇𝑘0 ÷
𝑇𝑘6; 𝛤𝑘0 ÷ 𝛤𝑘6 so that linear attack overcomes the K-L algorithm. To appraise the materiality of FMA and 

WL-CUSUM (with the coefficient 𝛾 = 1), the authors perpend the circumstance of linear attack overcoming 

the K-L test at a small threshold 𝛿 = 𝛿1 = 0.5. We establish the emulation dataset (50 s) with linear attack 

appearing in the value pattern from 20 s to 40 s to check Chi2, CUSUM, WL-CUSUM and FMA test. At the 

detection threshold of these tests h=0.1, using (7), (8), (11), (12), (14)-(17) to compute attack’s stopping time 

𝑇𝑎, we obtained graphs that illustrated in Figure 3. Four tests are implemented on a sequence of residuals 

from remote estimator (Figure 3(a)). The obtained results show that the linear attack is detected by the WL-

CUSUM test at 𝑇𝑊𝐿 = 21 𝑠, 𝑛𝑢 = 1, (correctly detected), (Figure 3(d)) and FMA test detected linear attack 

at 𝑇𝐹𝑀𝐴 = 25𝑠, 𝑛𝑢 = 1, (correctly detected), (Figure 3(e)). However, the CUSUM and Chi2 test obtain false 

alarm points, because they have 𝑛𝑢 = 1, 𝑇𝐶US𝑈𝑀 = 4 𝑠 (Figure 3(b)); 𝑇𝐶𝐻𝐼2 = 2 𝑠 (Figure 3(c)) and they are 

not within the period of linear attack. 

With threshold value h=5.3, the authors similarly acquire simulation graphs as shown in Figure 4. 

All tests are implemented on a sequence of residuals from remote estimator as indicated in the Figure 4(a). 

Simulation results show that FMA and CUSUM test have 𝑇𝐹𝑀𝐴 = 22 𝑠 (Figure 4(e)), 𝑇𝐶US𝑈𝑀 = 21 𝑠  

(Figure 4(d)), 𝑛𝑢 = 1, (correct detection). However, the Chi2 and WL-CUSUM have 𝑇𝐶𝐻𝐼2 = 4𝑠, (Figure 

4(b)),  𝑇𝑊𝐿 = 0, 𝑛𝑢 = 0 (false detection) (Figure 4(c)). On the whole, to appraise linear attack detection over 

time interval 𝑘0 𝑘0 + 𝐿) of each test, we use the worst-case probability of false alarm 𝑃𝑓𝑎, the probability of 

missed detection 𝑃𝑚𝑑  and correct detection probability 𝑃𝑑 as shown in Figure 5. 
 

 

 
(a) 

 

 
(b) 

 
(c) 

 

 
(d) 

 
(e) 

 

Figure 3. Linear attack detection with threshold 𝛿 = 0.5 and h = 0.1 on (a) a sequence of residuals from 

remote estimator, using (b) CUSUM, (c) CHI2, (d) WL CUSUM and (e) FMA algorithms 
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Figure 4. Linear attack detection with threshold 𝛿 =0.5 and h=5.3 on (a) a sequence of residuals from remote 

estimator, using (b) CUSUM, (c) CHI2, (d) WL CUSUM and (e) FMA algorithms  
 

 

 
 

Figure 5. Transient change detection criterion [17] 
 
 

“False alarm”: the alteration is found before it happens (𝑇 < 𝑘0). The false alarm rate can be 

evaluated by 𝑃𝑓𝑎 within a time window 𝑚𝛼 of anticipated length l and threshold 𝛼 illustrated in (21) [17], 

[20], [23]: 
 

𝑃𝑓𝑎(𝑇, 𝑚𝛼) = 𝑃𝑓𝑎 =  𝑠𝑢𝑝
𝑙≥1

𝑃0[(𝑙 ≤ 𝑇 ≤ 𝑙 + 𝑚𝛼) ≤ 𝛼] (21) 

 

“Missed detection”: the alteration is detected after its disappearance, or the change is never revealed. 

The missed detection rate is evaluated by the probability of missed detection illustrated in (22) [17], [20], [23]: 
 

𝑃𝑚𝑑(𝑇, 𝐿) = 𝑃𝑚𝑑 =  𝑠𝑢𝑝
𝑘0≥𝐿

𝑃𝑘0
(𝑇 − 𝑘0 + 1 > 𝐿|𝑇 ≥ 𝑘0) (22) 

 

according to [16], [17], [26], the Monte-Carlo estimation of 𝑃̄𝑓𝑎  and 𝑃̄𝑚𝑑 is computed as in (23): 
 

𝑃̄𝑓𝑎 =
1

𝑛𝑆
∑ 𝑛𝑢(𝑘)𝑛𝑆

𝑘=1 , 𝑘 ≤ 𝑘0;  𝑃̄𝑚𝑑 =
1

𝑛𝑆
∑ 𝑛𝑢(𝑘)𝑛𝑆

𝑘=1 ;  𝑘 > 𝑘0 + 𝐿 − 1 (23) 

 

Graphs in Figures 6-8 show that, the linear attack overcoming K-L at thresholds 𝛿 can be detected 

by the Chi2, CUSUM, WL-CUSUM, and FMA algorithms (thanks to the low false alarm probability 𝑃𝑓𝑎 and 

low missed detection probability 𝑃𝑚𝑑  of these algorithms). Secondly, Figures 7(a), 7(b), 8(a), 8(b) show that, 

the FMA and WL-CUSUM algorithms are much better than the traditional nonparametric Chi2 detector 
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(under the same check situations, missed detection probability and 𝑃𝑓𝑎 of the Chi2 algorithm is larger than 

those of the WL-CUSUM and FMA algorithms). This issue can be explained that the Chi2 algorithm does 

not consider the transient change profiles of signals while the other algorithms can develop this necessity 

information. Thirdly, given an adequate level of 𝑃𝑓𝑎 (from 10-5 to 100), 𝑃𝑚𝑑  of the FMA algorithm is smaller 

than that of the CUSUM, WL-CUSUM, Chi2 algorithms. In other words, the FMA algorithm’s detection 

ability is more superior than detection ability of the other algorithms. 
 

 

 
 

Figure 6. Statistical performance comparison among some detection algorithms with thresholds h when K-L 

is overcome with threshold 𝛿 = 2.5 by 105 Monte Carlo simulation 
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Figure 7. Statistical performance detecting linear attack with some thresholds 𝛿 (a) Chi2 detection algorithm 

and (b) CUSUM detection algorithm 
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Figure 8. Statistical performance detecting linear attack test with some thresholds 𝛿 (a) WL-CUSUM 

detection algorithm and (b) FMA detection algorithm 
 

 

Some further tests are conducted on FMA algorithm to evaluate its robustness with respect to some 

parameters, including the attack duration and the coefficients. The Figure 9 shows 𝑃𝑚𝑑 which is presented as 

1h =

10h =
6h =

4h =

15h =

10.1h =
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a function of 𝑃𝑓𝑎 for dissimilar values of true attack duration 𝐿̄ = {12, 16, 20} ≤ 𝐿 = 20, with the coefficient 

𝛾 = 1. For 𝐿̄ ≤ 𝐿, 𝑃𝑓𝑎 subordinates especially on the 𝐿̄. The smaller the putative true attack duration 𝐿̄, the 

higher 𝑃𝑓𝑎. Besides, when 𝐿̄ is reduced, 𝑃𝑚𝑑 is changed. In other words, both of 𝑃𝑓𝑎  and 𝑃𝑚𝑑 are sensitive to 

the true attack duration 𝐿̄. The issue can be clarified by the fact that small attack duration 𝐿̄ leads to small 

changes in the observable distribution, thus raising 𝑃𝑓𝑎 and changing 𝑃𝑚𝑑 . With different values of coefficient 

𝛾 = {0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5}, when using the true attack duration 𝐿̄ = 𝐿 = 20, and the 

threshold 𝛿 = 2.5, we have results as shown in Figure 10. The probability of missed detection 𝑃𝑚𝑑  is presented 

as a function of 𝑃𝑓𝑎 for the magnitude of change from 60% to 150% and the “shape” of the change is changed 

as shown in Figure 10(a). Figure 10(b) shows that error probabilities (𝑃𝑚𝑑  and 𝑃𝑓𝑎) are presented as a function 

of coefficients 𝛾. The higher the coefficient 𝛾, the smaller the probability of missed detection 𝑃𝑚𝑑 for the 

change of threshold h from 0.1 to 8.0 as shown in Figure 10(c). And in the same case, Figure 10(d) shows that 

the higher the coefficient 𝛾, the higher the probability of false alarm 𝑃𝑓𝑎  but the changes are rather small. The 

issue can be clarified by the fact that small coefficients 𝛾 lead to small changes in the observable distribution, 

thus abating 𝑃𝑚𝑑  and raising 𝑃𝑓𝑎 (with each threshold h). 
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Figure 9. The FMA’s sensitivity with relation to the attack duration 
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(b) 
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Figure 10. The FMA’s sensitivity with relation to the coefficients, (a) Pfa_Pmd, (b) 𝛾_Pfa and Pmd, and 

 (c) 𝛾_Pmd, and (d) 𝛾_Pfa 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

The ability to detect the linear attack of WL-CUSUM and FMA algorithms (Duc Duong Nguyen) 

139 

5. CONCLUSION 

This paper addresses the ability to detect the linear attack of WL-CUSUM and FMA algorithms 

when it passes the K–L algorithm. The tested object is described by the discrete-time state space model with 

unknown conditions and random noises. The traditional residual generation method (Kalman filter) is used. 

The WL-CUSUM and FMA algorithms use the sequence of residuals for ascertaining the stopping time at 

which the linear attack is detected. Simulation results on the tested object (the wireless communication 

process from sensors to controller) show that those algorithms outperform the traditional detectors (K-L and 

Chi2). These results also show that we can apply the WL-CUSUM or FMA algorithm as a back-end detection 

layer in a string of techniques which can be used to secure data integrity of industrial system. In addition, the 

analysis of simulation results also shows that the linear attack detection ability of the FMA algorithm is better 

than that of the Chi2, CUSUM, WL-CUSUM algorithms. The paper also analyses the influence of the 

coefficients and the true attack duration L to the ability to detect the linear attack of FMA algorithm. More 

profound mathematical research of these issues is an important perspective for the future study on the ability 

to detect the linear attack. 
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