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 Tobacco is one of the major economical crops in the agriculture sector. It is 

essential to detect tobacco plants using unmanned aerial vehicle (UAV) 

images for improved crop yield and plays an important role in the early 

treatment of tobacco plants. The proposed research work is carried out in three 

phases: In the first phase, we collect images from UAV’s and apply the French 

Commision Internationale de l'eclairage (CIE) L*a*b colour space model as 

pre-processing operations and segmentation. And then two prominent motion 

descriptors namely histogram of flow (HOF) and motion boundary histogram 

(MBH) are combined with the optimal histogram of oriented gradients (HOG) 

descriptor for exploring optimal motion trajectory and spatial measurements. 

And finally, the spatial variations with respect to the scale and illumination 

changes are incorporated using the optimal HOG descriptor. Here both dense 

motion patterns and HOG are refined using hierarchical feature selection 

using principal component analysis (PCA). The proposed model is trained and 

evaluated on different tobacco UAV image datasets and done a comparative 

analysis of different machine learning (ML) algorithms. The proposed model 

achieves good performance with 95% accuracy and 92% of sensitivity. 
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1. INTRODUCTION 

Now a day’s many commercial crops are grown and cultivated worldwide and also selling their 

cultivated crops in national and international markets. In any crop management, with the increase in the area 

under cultivation, the diversity and type of weeds will also increase. Tobacco is one of the most commercially 

significant crops grown in and cultivated majorly in many countries like China, India, America, Brazil, and 

Russia. Because of its high economic value [1], [2]. India is the second largest producer and exporter after 

china and Brazil. In India, different breeds of tobacco plants are grown, flue-cured verginia (FCV) is one of 

them. Using of appropriate technology, crop management plays an important role in production, marketing, 

and exporting. The quality of the cured FCV tobacco leaves depends on classification, evaluation of the tobacco 

leaves [3], and also the growth of the tobacco plant. Many of the parameters are used to evaluate and estimate 

the growth of the tobacco plant. The evaluation and estimation of the growth of the tobacco plant play an 

important role in the management of tobacco crop planting better i.e. crop yield estimation, and disease 

detection, analysis [4], [5]. So these need to modernize and evolve new technology to improve production 

practices and crop management. Currently, the traditional yield estimation [6] is based on manual inspection 

on-site and which is time-consuming. Several studies have been made on yield estimation. In recent years 
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several vision-based applications use both images and videos because these provide visual data for analysis 

and different kinds of decision-making systems [7].  

There are many platforms that exist today for collecting and acquiring images quickly and cheaply 

such as remote sensing very high-resolution satellites [8], world view-2, GeoEye-1 [9], and unmanned aerial 

vehicle (UAV). The remote sensing images and videos are used for many applications for object detection and 

tracking, identifying and detecting buildings, offices, and also shapes of the building [10]. In the past few years 

due to cost-effectiveness, portability, mobility, and safety, flexibility in using unmanned aerial vehicles 

becomes more popular [11]. It has the flexibility to find solutions to many problems. The UAV’s can be used 

to find solutions to many agricultural problems like vegetation monitoring [11], detection and counting of 

plants [12], detection of crop plants for early treatment [13], crop yield estimation [14], and commercial plant 

detection and analysis [15], [16]. In computer vision, object detection and recognition [17] are major fields for 

many applications. Processing of images is computationally expensive due to the vast amount of pixels that 

need to be processed along with the certain limitation of image processing. Most of the detection process 

focuses on images with improved spatial conditions and the vision system provides limited real-time detection 

properties. 

Many studies have been made on machine vision methods for detection of the tobacco plants [18], 

[19]. With the advancements in image processing techniques, few attempts have been made on grading FCV 

tobacco leaves. The availability of a broad range of features to interpret local data of an object of interest gives 

way to several improvements in the object detection process. Xie et al. [20] proposed an algorithm for 

recognizing and counting a tobacco plant. The French Commision Internationale de l'eclairage (CIE) color 

models and morphological reconstruction have been used for the recognition of plant regions and support 

vector machines for classification. In this case, the use of the K nearest neighbor (KNN) method for identifying 

the local region of each plant is inefficient hence KNN requires the number of K values of classifying the 

number of pixels belonging to a single plant, and values of K must be known. Wang et al. [21] proposed an 

automatic method for the detection of an individual oil palm tree in UAV images. Here the system uses the 

histogram of oriented gradients (HOG) feature descriptor for the extraction of features for the machine learning 

(ML) algorithm. The computed HOG descriptor may vary if dense grids are not uniformly spaced and it 

requires normalizing overlapped local contract. Fan et al. [22] developed a deep neural network-based system 

for the automatic detection of the tobacco plant in UAV images. Here the proposed system uses the 

morphological operations and watershed algorithm for segmentation. The properties which are considered for 

identifying a central region of plants are not adequate if the plant orientation is varied, illumination, overlapped 

leaves, and sometimes the brightness of the leaves is also the same as the central region of the plant.  

Chen et al. [23] proposed citrus tree segmentation based on the monocolor machine vision technique and 

support vector machine (SVM). This system addresses the issues of illumination and orientation of the plants. 

Neupane et al. [24] invented a model for banana plant detection and counting using deep learning. It is 

incorporated with three image processing techniques such as contrast stretching, synthetic color transformation, 

and orthodontic methods for plant region extraction. This method is very expensive and time-consuming.  

Sun et al. [25] proposed an algorithm for tobacco plant detection using UAV red, green, and blue (RGB) 

images.  

The region of interest is computed by the grouping of pixels. The grouping can be done on the 

searching algorithm and clustering method. Normally many of the searching algorithms like breadth first search 

(BFS) and depth first search (DFS) are used for grouping and in this work density-based spatial clustering 

algorithm with noise (DBSCAN) clustering methods have been integrated for the grouping of pixels. However, 

one of the drawbacks of the DBSCAN clustering technique is not suitable for high dimension data, neck type 

of dataset, and varying density cluster. Aitelkadi et al. [26] proposed a methodology based on the deep learning 

approach for the detection of fruit trees and counting. In this proposed statistical structural data are extracted 

and used for model learning. In form last decade, some of the research work is carried out for detection systems 

by making use of existing neural network models like convolutional neural networks (CNN), region-based 

CNN (R-CNN) [27], faster R-CNN (FR-CNN) [28], and Yolo for detection and classification purposes [29]. 

In some case HOG [30] are extensively used for extraction of object location information and discriminatively 

trained template models are created using deformable HOG parts. Zhu et al. [31] used a cascade of histograms 

of oriented gradients from a dense set of small-scale blocks over the entire detection window to mitigate the 

detection problems over extremely complicated backgrounds and dramatic illumination changes with the 

limitation of increased computation cost. 

The efficiency of local descriptors is extended to represent the 3D volumes from each interest point, 

such as histogram of optical flow (HOF) [32], and 3D HOG [33] which can explore object and motion 

information’s effectively for improved classification rate. Duta et al. [34] investigated the histograms of motion 

gradients (HMG) descriptor to model both temporal and spatial derivation between two succeeded frames. and 

shape difference [35] driven aggregated descriptors are used to encode the unique shape information about 
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actions of various classes. Though it offers considerable performance metrics still it has limitations over large-

scale video indexing due to its computational complexity. Kong and Fu [36] developed the heritage at risk 

(HAR) system by extracting spatio-temporal features which are consistent with intrinsic characteristics of 

motion. Scale invariant feature transform (SIFT)-driven compound matching is carried out in [37] over 

consecutive frames for event classification. However, these algorithms have limitations in terms of diminished 

precision levels relating to the location of the human body. Liu et al. [38] introduced a novel multimodal and 

multi-view concurrent video analysis to overcome challenges involved with intra-class variance. This cross-

domain and multitask ML model significantly reduce the intra-class variations due to view changes. 

Following the art of review, we aim to use edge-based segmentation and cluster-based segmentation 

for the efficient detection of tobacco plants. In this paper, a hybrid clustering-based approach is proposed for 

the detection of tobacco plants in UAV images. Instead of employing the traditional method, we proposed to 

use the CIE Lab color space model for segmenting the image primarily from the dynamic background. Edge-

based segmentation is incorporated to detect and extract edge features and edges are traced using corresponding 

edge features. This method helps identify certain specific centric features of plants for clustering. Hierarchical 

clustering is employed initially for groping all selected feature points and the K-means clustering algorithm is 

applied to obtain the centric of each cluster for each plant. Furthermore, an improved watershed algorithm is 

applied to segment connected plant regions based on cluster points. Finally, perform extraction of plant regions 

that are inputted to the ML or deep learning for classification of the tobacco plant and weed plants. 

The major contributions to this research work are as follows: i) edges of occluded plant regions are 

detected by using an edge segmentation algorithm, ii) all bright pixel points present inside the plant region are 

detected using template matching, which helps to identify the center portion of each plant, iii) hybrid clustering 

algorithm for grouping and combining many clusters to find the centroid of each plant, and iv) each plants are 

segmented based on certriod using watershed algorithm. The organization of this research paper is as follows: 

section 3 presents materials and proposed methods which include edge detection and feature extraction for 

clustering. Experimental results and detailed analysis are presented in section 4. Finally, section 5 presents the 

conclusion of the research work. 

Material and methods: dataset: in machine vision, collecting and acquiring an input image for various 

algorithms is a critical job. Our RGB color images are acquired by using UAVs equipped with the digital 

camera. The images are captured in a tobacco plantation region with different altitudes, and different 

illumination conditions in the village Ramanathapuram (nearer to the central tobacco board), Arakalagud, 

Hassan, Karnataka, India. We captured the same tobacco plantation agriculture regions three times in different 

duration i.e. 20 days gap duration for each capture for crop yield estimation. The dataset has 500 color RGB 

aerial images with 4k horizontal resolution with 3,840 pixels in width and 2,160 pixels in height. RGB aerial 

image is the 24-bit color image and each pixel is digitized with 8 bits per channel. The dataset increased to 

7,715 individual plant region images by augmentation and the dataset were divided into 75% of the images as 

training data and 25% of the images as validation and testing dataset. 

 

 

2. PROPOSED METHOD OF TOBOCCA PLANT DETECTION 

The proposed tobacco plant detection system comprises four stages. In the first stage of pre-

processing, connected plant region segmentation is in the second stage, from the third stage is individual plant 

regions segmentation, and the fourth stage is plant detection. Pre-processing and plant region segmentation: 

For accurate segmentation of the plant region it requires pretreating the captured UAV RGB color image. 

Normally the pixel values as an image have different values in all the channels of an RGB image and 

coordinates in an RGB image have tristimulus values ranging from 0 to 1. 

 

𝑋 = 0.490𝑅 + 0.310𝐺 + 0.200𝐵 (1) 

 

𝑌 = 0.177𝑅 + 0.831𝐺 + 0.010𝐵 (2) 

 

𝑍 = 0.000𝑅 + 0.010𝐺 + 0.990𝐵 (3) 

 

The RGB values are normalized by defining. 

 

𝑟 = 𝑅/(𝑅 + 𝐺 + 𝐵), 
𝑔 = 𝐺/(𝑅 + 𝐺 + 𝐵), (4) 

b= B/(R+G+B) 
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To segment the plant region and soil region, it needs to binarize the RGB image by preserving green 

pixels. Further, the obtained green channel values are changed to 1 and the remaining values to zero on some 

thresholding values. The corresponding equations to compute this are as (5). 

 

𝑅𝑂𝐼(𝑥, 𝑦) = 𝐼𝑔(𝑥, 𝑦) − 𝐺𝑟𝑎𝑦(𝑥, 𝑦) (5) 

 

Where ROI (x,y) refers to the preserved green pixel value pointed by coordinates x and y. Ig (x,y) is the original 

green channel its values are higher than the other two channels in RGB image as per tristimulus. Gray(x,y) is 

the gray value of the RGB, and pixel values are the average of the RGB channels. It represents the contribution 

of lightness or luminance by all three channels. The main objective of this computation is to reduce high 

computational costs. As per the review study, many researchers use different non-linear computational methods 

to preserve green channels. To speed up luminance calculations we employed the linear approximation method. 

The conversion equation for RGB to gray is as (8). 

 

𝐺𝑟𝑎𝑦(𝑥, 𝑦) = 0.299𝑅 + 0.587𝐺 + 0.114𝐵 (8) 

 

Where Gray has 256 different values ranging from 0 to 255. In order to remove salt and pepper noise, smoothing 

and blurring images median blurring is applied. The resultant image ROI(x,y) is convolved with 2D median 

blurring kernel blr(x,y) with dimensions 3×3. 

 

𝑅𝑂𝐼 (𝑥, 𝑦) = 𝑅𝑂𝐼(𝑥, 𝑦) ∗ 𝑏𝑙𝑟(𝑥, 𝑦) (7) 

 

ROI (x, y) is the resultant grayscale denoised image, the pixels belonging to ROI on this grayscale are 

selected by binarizing using morphological filtering shape analysis by assigning 0 and 1to respectively. The 

resultant binary image is then post-processed by filling background pixels that can’t be reached and it. can be 

filled from the image edge. Finally, the region of interest is labeled that contains objects found in the binary 

image. The process of preprocessing and candidate region segmentation is shown in Figure 1. It has certain 

regions marked with a red circle indicating regions that are not connected to the background. These regions are 

filled by the fill-hole method with color space driven plant region detection and binarized edge detection as 

shown in Figures 2(a) and 2(b) respectively. It also shows labeled each blob with 8 connectivity regions and 

each region is displayed with a different color. This resultant image, clearly shows that the segmented region 

in an image has more than one plant due to occlusion, scale invariance, dynamic background, and different 

illumination condition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. General architecture of plant detection system 

 

 

2.1.  Plant region detection and extraction 

As we discussed in the previous section binary segmentation was employed to segment the candidate 

plant region and soil region. The preserved plant regions on the UAV RGB color image are segmented using 
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grabcut algorithm to identify an individual plant from the occluded region. At the vigorous stage and maturing 

stage, the tobacco plant leaves are overlapped and occluded, all plant regions are connected, leaves portion is 

also has brighter region and plant region may have more number of brighter region. Hence, It is very difficult 

to identify the central region of the plant by using a brighter region because of the existence of many bright 

regions in a single plant region and it is inadequate for classification algorithms. Finding brighter pixels in a 

very large dataset using KNN is computationally expensive. To address these issues we employ a series of 

segmentation methods. 

 

 

  
(a) (b) 

 

Figure 2. Process of plant region segmentation using grabcut and CIE lab (a) segmented plant region after 

CIE lab in binary and in color space and (b) edge detected in plant region using edge segmentation 

 

 

2.1.1. Cluster-based segmentation 

To improve the tobacco plant detection rate, an approximate canny edge detection algorithm is applied 

to find the boundary of the entire region from the binary segmented region. The main objective of this algorithm 

is, to with the plant margin shape of all bright regions inside the plants detected. Optimized brighter regions 

have been extracted from plant regions using a defined template and the centroid of each region is used as a 

feature point for clustering to detect the center point of each plant. The following sub-matrix is used as a 

template for feature matching with zero padding. 

 

[1,1,1,0 
1,0,1,0 (8) 

1,1,1,0 

0,0,0,0] 
 

There after distance between every pair of feature point pixel is calculated using Euclidian distance. The 

equation for calculating distance is as (9): 

 

Dist (x, y) = √∑ (𝑦𝑖 − 𝑝𝑖)2
𝑖=1

𝑛
  (9) 

 

Where dist(x,y) is a distance matrix between pair of two points. Thereafter establish a linkage between every 

pair by creating using a tree with the specific method which describes the measuring distance between clusters. 

Further, we employ an agglomerative hierarchical cluster from the linkage. Through this, it achieves a grouping 

of a selected feature point which helps in identifying a region from the plants. The hierarchical cluster returns 

a cluster a point assigned to each observation as bounded region as shown in Figure 3(a). Figures 3(b) and 3(c) 

respresents the dendrogram of clusters and clustering of selected tree respectively. Finally, the classification 

results shown in Figure 3(d) clearly shows that there are many clusters in single individual plants. To make a 

grouping of many cluster points to one unique single point for each plant a K-means cluster algorithm to apply. 

Based on the single plant pixel location, the boundaries of the individual plant are segmented using the 

watershed algorithm. After segmenting the plant region, an area of the individual plant regions pointed with 

coordinates by a bounding box is extracted from the original UAV image. It is very important to detect and 

classify tobacco plants and weed plants in a UAV image. In this step, various ML algorithms have been used 

for the detection and classification of tobacco plants. 

 

2.1.2. Image labeling 

Before training a ML algorithm with data samples, all extracted individual plants must be labeled first. 

Labeling an image is a human task that requires labeling cropped images. In this step, all cropped plant region 

images from the previous stage are labeled with tobacco, weed, and gross labels manually.  
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2.1.3. Image augmentation and resizing 

Annotated images from the previous stage have a different size because images are annotated based 

on coordinates of bounding boxes and they may vary from each other. Before training these images to the 

model it needs to be resized because all the classification model accepts only the fixed size of the input. In our 

work, all the annotated images have been resized a shape of 64×64×3. One of the drawbacks of the ML 

algorithm is overfitting. If overfitting is high, the trained model can’t able to classify the data correctly. To 

reduce overfitting, it needs to increase the training sample size, tune the hyperparameter, reduce the complexity 

of the model and system regularizatio. To increase and provide an adequate number of training samples to ML 

algorithms a data augmentation technique has been used in our work. The image augmentation in image 

processing consists of geometrical transformations like scaling, rotation, cropping, flipping, translation, and 

intensity transformation. In our case, rotation with θ (90o, 180o, 270o, and 360o), translation, resizing, shear, 

median blur, Gaussian blur, and average blur have been used. 

 

2.1.4. ML algorithm 

ML algorithm plays an important role in many applications. Some ML classification algorithms are 

used for object detection, recognition, feature extraction, and classification of the object. For our work, 2 

different ML classifiers have been used for the detection and classification of tobacco plants in an image.  

 

2.1.5. K-nearest neighbors  

KNN is a non-parametric method for classification and regression. It uses a k nearest training samples 

in a dataset. Here the output of a KNN is a class member and an object is classified based on data points nearest 

neighbors and assigned to a class on the score of its neighbors. In our experiment, extracted individual plant 

regions are trained and classified using KNN. To increase the performance and the overfitting problem is solved 

by tuning the values of n neighbor’s parameter. 

 

2.1.6. Random forest algorithm 

Random forest is a supervised ML algorithm. It is based on the concept of ensemble learning by 

combining multiple classifiers to increase performance and solve complex problems. It integrates multiple 

decision trees to predict the data of the dataset belonging to the class. Due to its advantages of small learning 

time, maintaining accuracy even if data missing and high prediction accuracy, we employ a random forest 

algorithm for the classification of the tobacco plant. 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 3. Process of cluster base segmentation (a) and (b) set of features set selected for clustering,  

(c) clustering of selected points based on tree, and (d) individual plant region detected classification 
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3. RESULTS AND DISCUSSION 

The performance analysis of tobacco plant object detection using a segmentation that is based on 

cluster-based along with a watershed is carried out with the help of the ML classifier. 

 

3.1.  Experimental setup 

In this research work, we experimented with our tobacco plant datasets. As we explained in the 

previous section, the dataset size is 500 images still it is very small. To increase prediction performance and 

avoid overfitting, we employ data transformation and intensity transformation techniques as we explained in 

the previous section. After data augmentation and resizing, the dataset size is increased to 7,715 individual 

plant region images. The dataset of 7,715 images was divided into 75% of the images as training data, 15% of 

the images as validation data, and the remaining 10% image dataset used as testing. In our experiment, the 

proposed system has been trained, validated, and tested with CPU Intel core I7 2.4 GHz processor and 16 GB 

Memory. The image processing methods are employed for pre-processing, segmentation of plant region and 

ML models have been used for classification using MATLAB 2017a. When compared to the conventional 

method cluster-based segmentation shows enhanced performance in region segmentation on occluded regions, 

KNN, and random forest ML yield the best results on classification. 

Metrics: to evaluate the performance of detection and classification, the implemented algorithms' 

performance can be evaluated using the following general metrics: sensitivity, specificity, and accuracy. These 

can be described in terms of true positive (TP), true negative (TN), false positive (FP), and false negative (FN). 

These performance results associated to given models are evaluated as illustrated in Table 1 for validation. 

 

 

Table 1. Terms used to define metrics 
Outcome of the test Condition Total 

Positive TP FP TP+FP 
Negative FN TN  FN+TN 

Total TP+FN FP+TN =TP+TN+FP+FN 

 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) (10) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁/(𝑇𝑁 + 𝐹𝑃) (11) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) (12) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) (13) 

 

Where TP is a true positive indicates samples correctly classified as tobacco plant, TN is a true negative 

indicating correctly classified as weed plant, FP is a false positive indicating incorrectly identified as tobacco 

plant and FN is a false negative. Hyperparameter selection: to improve model performance and avoid 

overfitting during training and testing, many hyperparameters have been used. The proposed model has been 

trained and tested with KNN and random forest classifiers. The hyperparameter used for experimentation are 

listed in Table 2. 

 

 

Table 2. Hyperparameter values 
Algorithm Hyperparameter Tested value 

KNN n_neighbors 30 -3 

Leaf_size 30-50 
P 3-4 

RF N_estimators 10-100 

Max_features Auto, sqrt, log2 
Random_state 30 

 

 

3.2.  Experimental results 

From the experimental results the efficiency of the proposed method is proved to be an optimal one 

for automatic detection of tobacco plants in UAV images and this cluster-based approach achieves better 

accuracy than all other conventional methods. The following are attributes considered for classification. 

Samples from the real dataset are selected randomly for training and testing. The number of individual tobacco 

plant samples used for training, validation, and testing is given in the Table 3. Before training and testing a 
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model, some of the features are extracted from segmented samples. Three main features such as color, texture, 

and shape have been considered and extracted before training it into classification algorithms as shown in  

Table 4. These features are the main features for classification. The accuracy of the KNN and RF algorithms 

obtained with all the above-mentioned features as given in Table 5 gives minimum accuracy, maximum 

accuracy, and average accuracy of KNN and RF respectively.  

 

 

Table 3. Attribute considered for image plant classification 
Attributes Features 

Image size 64×64×3 
Image type and format RGB, *.jpg 

Number of images for training 5785 

Number of images for validation 1160 
Number of images for testing 770 

Image category Set1: highly occluded plants 

Set2: Partially occluded plant 

Set3: poor illumination condition 

 

 

Table 4. Classification results using KNN and Table 5 shows training and testing scores of KNN 
Features Train score Test score 

Average Accuracy (%) 
 Min. acc (%) Max. acc (%) Min. acc (%) Max. acc (%) 

Color 97.68 99.46 97.51 99.01 98.41 

texture 93.17 98.73 93.26 97.92 95.77 
shape 90.05 95.91 89.99 91.70 91.91 

No-feature 73.35 86.66 72.99 73.66 76.65 

 

 

Table 5. Performance metrics scores on testing 

Features 
Classification metrics performance on testing % 

Sensitivity Specificity Precision Accuracy 

KNN 95.98 98.61 96.20 96.93 

RF 98.33 99.7 99 99.01 
 Classification metrics performance on validation in % 

KNN 94.01 98.12 95.10 95.44 

RF 97.50 99.24 98.99 98.67 

 

 

Table 5 performs the KNN and RF algorithms on testing and prediction. The KNN achieves an average 

of 95.98% of sensitivity, 98.61% of specificity, and 96.10% of precision on color, texture, and shape features 

respectively. The performance of the random forest is higher than the KNN on both testing and prediction. The 

table, clearly shows that the overfitting is very high when the k-is large and degrades the learning rate. The 

overfitting can be reduced by tuning hyperparameters such as k-size, leaf size, and P. As we increase the k size, 

the model becomes so generalized but it drops its performance. Similarly, in the case of RF, the overfitting can 

be avoided by fine-tuning a hyperparameter such as n_estimator, Max_features, and random_state. 

 

3.3.  Confusion matrices analyzes 

To validate the performance of the proposed tobacco classification system, the results have been 

compared with all different state-of-the-art methods as shown in Table 6 and Figure 4 with confusion metrics. 

In this method, both spatial and temporal descriptions are extracted through frequency detail analyzes. This 

method encodes the transformed frequency domain coefficients trajectories based on the frequency of 

occurrence and geometrical changes in various bands to model the motion characteristics which gives superior 

end results as shown in Figure 5. It was observed that due dependency between accuracy and the number of 

transform domain features tradeoff between accuracy and codebook’s size causes significant performance 

degradation. To improve computational efficiency PCA transform is applied on wavelet descriptor to stress the 

discrimination between various classes. 

 

 

Table 6. Accuracy performance measure for RHOF HOG and other methods 
Measures 

Video Sets 

Accuracy (%) 

MBH HOF Proposed RHOF 

Initial stage 79.16 76.42 84.55 

Intermediate stage 66.10 69.33 71.23 

Final stage 64.25 63.44 74.50 
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Figure 4. Confusion matrices of tobacco video classification system with improved feature subset 

 

 

 
 

Figure 5. Visualization of final detection results 

 

 

4. CONCLUSION 

The cluster-based segmentation is introduced in this research. The performance analysis of tobacco 

plant object detection using a segmentation that is cluster-based along with a watershed technique is carried 

out with the help of the ML classifier. The study on ML classifier based on color, texture, and shape features 

is presented. The proposed model achieved a good average classification accuracy of 98% and 95% in RF and 

KNN models respectively. It offers improved recognition rates, and the performance measures showed the 

superiority of the proposed plant detection system as compared to the HOF+HOG-based deformable Model 

and PCA-driven histogram of flow method. The efficiency of the proposed method for automatic detection of 

tobacco plants in UAV images using a cluster-based approach achieves better accuracy than any other 

conventional method. This research work can be extended to improve the detection of unhealthy plants by 

considering certain important features of plants. 
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