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 Language identification is at the forefront of assistance in many applications, 

including multilingual speech systems, spoken language translation, 

multilingual speech recognition, and human-machine interaction via voice. 

The identification of indonesian local languages using spoken language 

identification technology has enormous potential to advance tourism 

potential and digital content in Indonesia. The goal of this study is to 

identify four Indonesian local languages: Javanese, Sundanese, 

Minangkabau, and Buginese, utilizing deep learning classification 

techniques such as artificial neural network (ANN), convolutional neural 

network (CNN), and long-term short memory (LSTM). The selected 

extraction feature for audio data extraction employs mel-frequency cepstral 

coefficient (MFCC). The results showed that the LSTM model had the 

highest accuracy for each speech duration (3 s, 10 s, and 30 s), followed by 

the CNN and ANN models. 
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1. INTRODUCTION 

As an archipelagic country, Indonesia is made up of many ethnic groups. Language is one of 

Indonesia’s cultural treasures. According to language agency data, Indonesia constains around 718 languages 

ranging from Sabang to Merauke [1]. The diversity of languages within each tribe, often known as local 

languages, is an intriguing aspect to incorporate into information technology via spoken language identification. 

Spoken language identification is the process of utilizing a computer system to determinate the 

language of a spoken utterance [2]. Language identification refers to spoken communication that can be 

identified by a computer system [3]. Language identification is the process of distinguishing language from 

spoken speech [4]. Language identification is at the forefront of assistance in many applications, including 

multilingual speech systems, spoken language translation, multilingual speech recognition, and human- 

machine interaction via voice. In the future, language identification research can be continual, particularly in 

support of multilingual automatic speech recognition (ASR). 

One of the uses of ASR in spoken language translation applications that is currently growing rapidly 

is in assisting different multilingual communication by translating the speaker's native language input and 

then translating it by machine into the target language (example: translating English to Bahasa Indonesia), or 

how a content multimedia on the internet can be directly translated into the language that we want. With 

many regions in Indonesia that can be visited by local and foreign tourists, voice technology is very useful 

for establishing communication between tourists and natives. Futhermore, there is a lot of digital multimedia 

content that uses Indonesian local languages as the main language and needs to be automatically translated, 
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so it is critical to identify the language first, so identifying all local languages in Indonesia becomes a 

challange. The identification of Indonesian local languages using spoken language identification technology 

has enormous potential to advance tourism potential and digital content in Indonesia. 

Language identification occurs in stages. Preprocessing of the speech data is performed initially, 

followed by extraction of the features of the input speech and measurement of accuracy in the classification 

process. Many studies on language identification have been conducted, with various feature extraction and 

classification techniques being used. Several techniques are used to extract features from the audio data, 

including phone recognition followed by language modeling (PRLM) [5] and parallel phone recognition 

followed by language modeling (PPRLM) [5] for phonetic approach or perceptual linear prediction (PLP) 

[5], mel-frequency cepstral coefficient (MFCC) [6]–[8], i-vector [8], [9] and x-vector [10] for the acoustic 

approx neural networks [11], convolutional neural networks (CNN) [12], [13], logistic regression (LR) [8], 

PLDA [14], Gaussian mixture model (GMM) [15], [16], support vector machine [17], [18] are among 

techniques used to classify the language spoken. 

Safitri et al. [5] used PRLM and PPRLM in their previous research on Indonesian local languages. 

PPRLM has an accuracy of 73.92%, while PRLM has an accuracy of 64.7%. These findings were obtained 

using a dataset of speech corpora in three Indonesian local languages (Javanese, Sundanese, and 

Minangkabau) that were independently recorded. Abdurrahman et al. [8] used an acoustic approach with i-

vector and x-vector extraction features with probabilistic linear discriminant analysis (PLDA) and LR 

classifications to study three Indonesian local languages. As a result, the x-vector performs best when using 

PLDA, while the i-vector outperforms the x-vector when using LR. Wicaksana et al. [7] classified MFCC 

features using random forest (RF), GMM, and k-nearest neighbor (KNN) methods. According to the results, 

KNN achieved the highest accuracy in 30 s conditions, up to 98.88%, followed by RF at 95.55% and GMM 

at 82.24%. 

Draghici et al. [19] classified images using the mel-spectrogram feature and CNN and convolutional 

recurrent neural network (CRNN). Rammo et al. [20] used MFCC and CNN achieve 99.8%, Moreno et al. 

[21] got a 45% increase in performance on energy efficiency ratio (EER) and Cavg at 3s and 10s conditions, 

Sarthak et al. [22] obtained 93.7% accuracy on 1D-ConvNet and 95.4% accuracy on 2D-ConvNet, 

respectively. Those named Vince et al. [23] with EERs of 30% and 20% for 3s and 10s utterances, 

respectively, Diez et al. [24] using convolutional deep neural networks (CDNNs) with increased EER, Krishna 

and Patil [25] obtaining 95.90% accuracy results in 4 s of sound conditions using ResNet-long term short 

memory (LSTM) multi-head self-attention (MHA), and Mukherjee et al. [26] obtains 94.6% accuracy using 

MFCC and CCN. 

The author wishes to expand on the work of Safitri et al. [5], Abdurrahman et al. [8], and  

Wicaksana et al. [7]. The proposed study will employ four Indonesian dialects: Javanese, Sundanese, 

Minangkabau, and Buginese. The extracted feature is MFCC, and the proposed classification technique using 

a deep learning model is artificial neural network (ANN), CNN, and LSTM, which have not been studied in 

Indonesian local languages previously. 

 

 

2. RESEARCH METHOD  

2.1.  Dataset 

This study will use four Indonesian local languages consisting of Javanese, Sundanese, 

Minangkabau, and Buginese. Datasets from each local language will be collected from the internet. Javanese 

and Sundanese datasets will be collected from the openslr.org site, while Minangkabau and Buginese datasets 

will be collected from the YouTube site. The total duration will be as much as 200 minutes for each local 

language. Table 1 describes the Javanese, Sundanese, Minangkabau, and Buginese datasets used. All audio 

data will be saved to wav format, with a bit rate of 16 kbps and a sample rate 16,000 Hz.  

 

 

Table 1. Total dataset duration 
Language Duration (minutes) 

Javanese 200 

Sundanese 200 
Minangkabau 200 

Buginese 200 

 

 

2.2.  Preprocessing 

The data that has been collected for preprocessing is 200 minutes in each language. For dataset 

testing and validation, the dataset will be divided into three parts: speech files with a duration of 3 s, 10 s, and 
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30 s shown in Table 2. Data from YouTube for Minangkabau and Buginese, will be reprocessed beginning 

with noise removal from recorded stories. Then from the data, the part that contains the background song will 

be cut off. After the speech data is obtained, the speech data that has been obtained will be combined into one 

speech file with a duration of 200 minutes and the silent part will be removed. The Sundanese and Javanese 

datasets will also be combined into one speech file with a duration of 200 minutes. Each speech file will be 

divided into training data, validation data, and testing data with a composition of 80:10:10 for each data. 

 

 

Table 2. Total dataset by duration of 3 s, 10 s, and 30 s 
Language Duration (minutes) 3 (s) 10 (s) 30 (s) 

Javanese 200 4001 1201 401 

Sundanese 200 4001 1201 401 

Minangkabau 200 4001 1201 401 
Buginese 200 4001 1201 401 

 

 

2.3.  Model creation 

This research will use the architectural model of ANN, CNN, and LSTM with feature extraction of 

MFCC. The feature extraction of the MFCC process will use the librosa library. The feature extraction 

parameters are set to determine the number of MFCCs up to 13, the sample rate at 16,000 Hz, fast fourier 

transform (FFT) of 2,048, and hop_legth 512.  

After the extraction process is carried out, the next stage is model development. The deep learning 

models proposed in this research are ANN, CNN, and LSTM models. We set initial hyperparameter tuning to 

train data validation for each model, as shown in Table 3. For each model that is trained, the validation values 

for each sound time duration (3 s, 10 s, and 30 s) will be summed, then the best average accuracy value will 

be taken from each model. 
 

 

Table 3. Initial hyperparameter tuning 
Hyperparameter Value 

EPOCH 30,50 

Batch Size 32,64 

Loss Function sparse_categorical_crossentropy 
Optimizer Adam 

Learning rate 0.0001 dan 0.001 

 

 

2.4.  Evaluation 

This study uses a confusion matrix evaluation model to measure the performance of the classification 

model and make predictions on the test data. The experiment will be divided into two sections: tuning the 

parameters for each model using validation dataset, and testing the final model using test set. After obtaining the 

results of the evaluation, an analysis of the results will be carried out. The results of the analysis will then answer 

the problem formulation. The data output consists of 4 labels. Every label will represent Javanese, Sundanese, 

Minangkabau, and Buginese languages so that the confusion matrix used is a type of multi-class classification. 

 

 

3. RESULTS AND DISCUSSION 

These sections present the experimental results for automatic language identification using deep 

learning. We trained every model with each duration (3 s, 10 s, and 30 s) with the initial hyperparameter 

tuning shown in Table 3. Data train and data validation will used to get average accuracy in validation data. 

The best accuracy for each model ANN, CNN, and LSTM will be processed further with data testing. Table 4 

shows that ANN (1), ANN (2), and ANN (3) got the best result in average accuracy. Table 5 shows the 

results of CNN models, and got CNN (2) and CNN (4) as the models with the best average accuracy. Table 6 

shows that LSTM (4) had the best average accuracy of all LSTM models. 
 

 

Table 4. Average accuraty for ANN model  

Model 
Hyperparameter ANN Validation data accuracy 

Average accuracy (%) 
Learning rate Batchsize Optimizer Epoch 3 s (%) 10 s (%) 30 s (%) 

ANN (1) 0.0001 32 Adam 30 77.6 81.3 86.1 82 

ANN (2) 0.0001 32 Adam 50 80 80.5 86.7 82 

ANN (3) 0.0001 64 Adam 30 78 80.7 82.3 80 

ANN (4) 0.0001 64 Adam 50 78.4 80 86.1 82 
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Table 5. Average accuraty for ANN model 

Model 
Hyperparameter ANN Validation data accuracy 

Average accuracy (%) 
Learning rate Batchsize Optimizer Epoch 3 s (%) 10 s (%) 30 s (%) 

CNN (1) 0.0001 32 Adam 30 86 87.4 82.3 85 

CNN (2) 0.0001 32 Adam 50 86.8 87.8 90.5 88 

CNN (3) 0.0001 64 Adam 30 84.6 85.5 88.6 86 
CNN (4) 0.0001 64 Adam 50 85.8 89.5 88.6 88 

 

 

Table 6. Average accuraty for ANN model 

Model 
Hyperparameter ANN Validation data accuracy 

Average accuracy (%) 
Learning rate Batchsize Optimizer Epoch 3 s (%) 10 s (%) 30 s (%) 

LSTM (1) 0.0001 32 Adam 30 82.4 75 79.2 79 
LSTM (2) 0.0001 32 Adam 50 83.1 82.1 79.2 81 

LSTM (3) 0.001 64 Adam 30 86.7 90 71.7 83 

LSTM (4) 0.001 64 Adam 50 87.7 88.6 81.1 86 

 

 

After comparing the training and validation results, the model is tested with a data test using a 

confusion matrix. The model used is the model with the best average accuracy among the ANN, CNN, 

LSTM models obtained in Tables 4-6. Each model with the best accuracy will be evaluated using a confusion 

matrix for each speech duration. The results of the comparison of the performance evaluation of each model 

are presented in Tables 7-9.  

 

 

Table 7. The best test results against test data duration 3 s 

Model 
Hyperparameter ANN Confusion matrix 

Lr Bs Opt Epoch Precision (%) Recall (%) F1-score (%) Accuracy (%) 

ANN (1) 0.0001 32 Adam 30 85.8 85.0 85.0 85 

ANN (2) 0.0001 32 Adam 50 80 80 79.9 80 

ANN (4) 0.0001 64 Adam 50 78.8 78.9 78.7 78.9 
CNN (2) 0.0001 32 Adam 50 87.4 85.5 85.2 85.5 

CNN (4) 0.0001 64 Adam 50 86 86.1 86 86.1 

LSTM (4) 0.001 64 Adam 50 87.3 87.2 87.2 87.2 

 

 

Table 8. The best test results against test data duration 10 s 

Model 
Hyperparameter Confusion matrix 

Lr Bs Opt Epoch Precision (%) Recall (%) F1-score (%) Accuracy (%) 

ANN (1) 0.0001 32 Adam 30 80 79.6 79.5 79.6 
ANN (2) 0.0001 32 Adam 50 85.3 85.4 85.3 85.4 

ANN (4) 0.0001 64 Adam 50 79.8 79.8 79.8 79.8 

CNN (2) 0.0001 32 Adam 50 86.6 85.6 85.4 85.6 
CNN (4) 0.0001 64 Adam 50 87.1 87.1 87 87.1 

LSTM (4) 0.001 64 Adam 50 90 89.8 89.7 88.8 

 

 

Table 9. The best test results against test data duration 30 s 

Model 
Hyperparameter Confusion matrix 

Lr Bs Opt Epoch Precision (%) Recall (%) F1-score (%) Accuracy (%) 

ANN (1) 0.0001 32 Adam 30 85.8 85 85 85 
ANN (2) 0.0001 32 Adam 50 84.8 84.4 84.6 84.4 

ANN (4) 0.0001 64 Adam 50 88.9 87.5 87.5 87.5 

CNN (2) 0.0001 32 Adam 50 88.3 88.1 88.1 88.1 
CNN (4) 0.0001 64 Adam 50 83.1 81.9 81.9 81.9 

LSTM (4) 0.001 64 Adam 30 88.6 88.1 88.1 88.1 

 

 

Table 7 shows that the model with the highest accuracy value is the LSTM (4), which has an 

accuracy of 87.2% and an f1-score of 87.2%. This model is followed by the CNN model (4), which has an 

accuracy of 86.1%, CNN (2), which has an accuracy of 85.5%, ANN (1), which has an accuracy of 85%, 

ANN (2), which has an accuracy of 80%, and ANN (4), which has an accuracy of 78.9%. Table 8 shows that 

with a duration of 10 s, the model with the highest accuracy value is the LSTM model (4), which has an 

accuracy value of 88.8% and an f1-score of 87%. This model is followed by the CNN model (4), which has 

an accuracy of 87.1%, CNN (2), which has an accuracy of 85.6%, ANN (2), which has an accuracy of 85.4%, 

ANN (3), which has an accuracy of 79.8%, and Table 9, with a duration of 30 s, shows that the models with 
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the best accuracy values are the LSTM (4) and CNN (2) models, both of which have an Accuracy value of 

88.1% and an f1-score of 88.1%. This is followed by the ANN (4) model, which has an accuracy of 87.15%, 

the ANN (2) model, which has an accuracy of 84.4%, the ANN (1) model, which has an accuracy of 85%, 

and the CNN (4) model. 

 

 

4. CONCLUSION 

This work uses ANN, CNN, and LSTM approaches with the MFCC feature to create an 

identification model for the regional languages of Javanese, Sundanese, Minangkabau, and Buginese. At 

speech lengths of 3 s, 10 s, and 30 s, each classification method was compared to the others. According to the 

experimental findings, the LSTM (4) and CNN (2) model achieved the maximum accuracy with a value of 

88.1% at a speech duration of 30 s, followed by the ANN (4) model with 87.5%.  

For a speech length of 10 s, the LSTM (4) achieves the highest accuracy with an accuracy value of 

88.8%, followed by CNN (4) with a value of 87.1%, CNN (2) with a value of 85.6%, and ANN (2) with a 

value of 85.4%. For a speech time of 3 s, the LSTM (4) model also received the highest score with an 

Accuracy value of 87.2%, followed by CNN (4) 86.1% and CNN (2) 85.5%. Conclusion: for each speech 

duration (3 s, 10 s, and 30 s), the LSTM model achieves the maximum accuracy, followed by the CNN model 

in second place and the ANN model in third place. 
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