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 The signing process is a critical step that organizations take to ensure the 

confidentiality of their data and to safeguard it against unauthorized 

penetration or access. Within the last decade, offline handwritten signature 

research has grown in popularity as a common method for human 

authentication via biometric features. It is not an easy task, despite the 

importance of this method; the struggle in such a system stem from the 

inability of any individual to sign the same signature each and every time. 

Additionally, we are indeed interested in the dataset’s features that could 

affect the model's performance; thus, from extracted features from the 

signature images using the histogram orientation gradient (HOG) technique. 

In this paper, we suggested a long short-term memory (LSTM) neural 

network model for signature verification, with input data from the USTig 

and CEDAR datasets. Our model’s predictive ability is quite outstanding: 

The classification accuracy efficiency LSTM for USTig was 92.4% with a 

run-time of 1.67 seconds and 87.7% for CEDAR with a run-time of 2.98 

seconds. Our proposed method outperforms other offline signature 

verification approaches such as K-nearest neighbour (KNN), support vector 

machine (SVM), convolution neural network (CNN), speeded-up robust 

features (SURF), and Harris in terms of accuracy. 
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1. INTRODUCTION 

At the present time and with the technical means of developing innovation, data protection is 

considered one of the most critical topics in order to maintain a strategic distance from fraud and extortion 

within the information. Despite the fact that there are numerous systems for securing data, such as facial 

recognition, iris recognition, and speech, in compared to other models, signature verification is regarded as 

one of the most important biometric techniques for information verification [1]."Signature verification is 

regarded as an important process for safeguarding systems and information against unauthorized access or 

penetration. Furthermore, signature verification is appropriate for all types of institutions in order to ensure 

the confidentiality of information because it is simple to implement, does not require a high cost, and has the 

ability to protect systems and information by distinguishing between original and fraudulent signatures [2]. 

A handwritten signature is an unique talent made up of symbols and letters written in a certain 

language. Signature is one of the techniques used to provide individuals with authentication. A handwritten 

signature is a unique skill comprised of symbols and characters written in a certain language. Signing is one 

of the methods used to provide authentication to individuals in order for them to perform a variety of 

https://creativecommons.org/licenses/by-sa/4.0/
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activities, such as bank transactions and school attendance, where a signature may ensure the permitted 

validity of people and distinguish a fake signature from an original signature [3]. 

The problem with signature verification systems is that the signature is not a specific shape or 

picture, but rather an unusual drawing that an individual creates as a reference indicating his personality, and 

the signature may include letters, numbers, symbols, and shapes. Individuals use signatures because they 

want to perform certain transactions that require them to prove their personalities through their signatures, 

such as banking transactions or a legal instrument, so signature issues arise as a result of someone attempting 

to copy or counterfeit someone else’s signature [4]. Signature verification systems employ handwritten 

signatures to validate an individual's identification, and signature verification systems are the most socially 

and legally acceptable form of identifying persons and the degree of authority entrusted to them [5]. 

Additionally, Alsuhimat and Mohamad [6] noted that the signature verification technique is a simple and 

effective means of identifying between a genuine and a counterfeit mark. 

The process of identifying signatures or other biometric features are critical in all aspects of life. 

Given that security and ambiguity in general, and information security in particular, are the primary concerns 

of individuals and nations, the use of signature verification systems significantly aids in identifying 

individuals and authorizing them to perform specific tasks. Furthermore, signature verification has various 

advantages since it is a socially acceptable approach of ensuring information security, as well as the most 

secure method used in credit card and bank transactions. Additionally, when compared to other biometric and 

non-biometric systems, the signature verification system is considered to be more efficient, as the user can 

easily change his/her signature, whereas the face or iris patterns cannot be changed [7]. The Figures 1(a) and 

1(b) depicts various signature patterns for the same individual. 

 

 

  
(a) (b) 

 

Figure 1. An example of several signature patterns (a) example of CEDAR dataset and (b) example of  

UTSig dataset) 

 

 

A handwritten signature is one of an individual's biometric features. This signature consists of a 

collection of letters, shapes, or symbols, or all of them, drawn in a specific order. As a result, a system for 

identifying and verifying signatures is required in order to distinguish genuine from forged signatures [8]. 

Signature verification may be a difficult design recognizable proof with inadequacy due to the fact that no 

two people’s signatures can be identical. As a consequence, ensuring signature authenticity contributes to the 

protection of users and information from harm or loss, making signature verification a critical and efficient 

system in all fields [9]. 

Signature verification systems need the execution of several processes, the most essential of which 

are feature extraction and classification, since these two stages are vital for validating signatures and 

distinguishing between authentic and faked signatures [10]. In order to boost the process of identifying 

between genuine and fraudulent markings, the features extraction stage focuses on recognising picture 

highlights with exceptional precision by decreasing the measurements of the initial image and then 

extricating a collection of hidden characteristics inside the image [11]. The signature verification stage in the 

signature verification system determines if the signature is fake or authentic by comparing the signature 

attributes provided in the database with anybody who desires to verify his/her signature [5]. To identify the 

true signature, the classification phase analyses the enrolled and authenticated signature attributes. Based on 

the threshold, the decision-maker determines whether the signature must be accepted or denied [12]. 

Although the handwriting signature feature is considered one of the most important types of 

biometrics, and it is used widely and in many areas of life as one of the most common and safe methods of 
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protecting systems and information, this system still faces some challenges and obstacles that require further 

studies and research on it, in order to develop a signature verification system that is able to distinguish 

between original and fraudulent signatures efficiently and effectively. Furthermore, the signature is a 

behavioural characteristic of people that is used in the field of biometric structures to confirm people's 

identities, and with the growing use of biometric highlights in the field of security, the signature appears as a 

biometric include that provides a secure means of designating people and ensuring their personality in 

legitimate reports. Furthermore, in the field of biometric systems, people are more tolerant of this property 

than other biometric qualities, such as (hand geometry, iris scan, or deoxyribonucleic acid (DNA)). All of 

these factors have contributed to an increase in the number of signature verification systems available on the 

market, as well as the need for future improvement.  

The purpose of this research is to look at the feature extraction and classification phases of signature 

image processing. As a consequence, we suggested a new model that uses the UTSig and CEDAR datasets to 

combine histogram orientation gradient (HOG) as a features extraction approach with the long short-term 

memory (LSTM) neural network model. In this study, the first most significant advance is to define the best 

block size of the HOG algorithm, where the block size affects the representation of the signature image, thus 

affecting the features extraction process and achieving non-accurate results. In addition, the second most 

significant advance of this study is to use recurrent neural network (RNN) nodes to classify the signature 

images by using HOG results as input for the LSTM algorithm. Finally, the third most significant advance of 

this study is to evaluate the proposed method with two different datasets to ensure its validity. 

 

 

2. METHOD 

This section provides an explanation of the methodology and processes used in this investigation. 

Section 1 goes into great depth on the feature extraction approach. The second portion depicts the 

categorization method, and the third section discusses the database that was used. This article describes how 

the proposed method was carried out in a series of steps as seen in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Flow chart of the suggested signature verification model 

 

 

2.1.  Features extraction stage 

In this work, a HOG approach was employed for offline signature verification. "Dalal and Triggs 

[13] proposed the HOG for trait shape representation at the computer vision and pattern recognition (CVPR) 

conference in 2005." The HOG is mostly used for human detection. In this work, HOG was employed as a 

feature extraction technique to detect and recognise the signature image. The following Figure 3 shows how 

the HOG algorithm works. 

In theory, the HOG descriptor technique counts angle introduction occurrences in localised chunks 

of an image or region of interest (ROI). The main use of the HOG descriptor, as seen in Figure 2, is as 

follows: to begin, the image is split into small-related areas (cells), and for each locale, a histogram of angle 
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directions or edge orientations for the pixels within the cell is constructed, and the resultant gradient 

orientation is used. Subsequently, each cell is discretized into precise containers; each cell's pixel then 

supplies a weighted angle to its appropriate precise canister; and last, neighbouring cells are grouped into 

pieces inside the spatial region. This establishes the framework for histogram collection and normalisation; 

finally, the normalised collection of histograms becomes the piece histogram, and the collection of these 

square histograms represents the descriptor [14]. 

The HOG is specified in this study as having a block size of [4×4] pixels. As a result, the total 

length of the feature vector utilised to describe each signature picture sample is 34,596. Figure 3 depicts two 

offline handwritten signature datasets with varying cell sizes that were utilised in this study and were 

examined to showcase the HOG implementation on the offline signature. According to Abbas et al. [14], the 

number of depicted gradients and directions is more visible when the cell size is small than when the cell size 

is big. The directions and gradient will be lowered gradually when the cell size number of the HOG 

parameter is increased. Figure 4 shows the effects of HOG on offline signature images with 4-cell sizes. 

 

 

 
 

Figure 3. Demonstrates the implementation of the HOG algorithm 

 

 

 
 

Figure 4. 4-set cell size HOG implementation 

 

 

2.1.1. Preprocess the data 

Most researchers are already familiar with this phase. Preprocessing data is a critical component in 

any machine learning research, especially when working with images. To reduce the width-to-height ratio to 

1:2, the image must be preprocessed. Ideally, the image should be 64×128 pixels in size. 

 

2.1.2. Calculating gradients 

The gradient is then determined for each pixel in the image. Gradients are minor x and y axis 

variations. Subtract the value on the left from the pixel value on the right to determine the gradient (or 
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change) in the x-direction. To compute the gradient in the y direction, subtract the pixel value immediately 

below the selected pixel from the pixel value immediately above it. As a consequence, we utilised the below 

to determine the gradients of the pixels in the x and y axes: 

 

𝐺𝑋 = 𝐿𝑉 − 𝑅𝑉 (1) 

 

𝐺𝑌 = 𝐵𝑉 − 𝐴𝑉 (2) 

 

This method will produce two new matrices, one holding gradients in the x direction and the other in the y 

direction. This is equivalent to utilising a size 1 sobel kernel. Where Gx is change in X direction, GY is 

change in Y direction, LV is value on the left from the pixel, RV is value on the right from the pixel, BV is 

value below the chosen pixel, and AV is value above the chosen pixel. 

 

2.1.3. Calculate the magnitude and orientation 

We will now compute the magnitude and direction of each pixel value using the gradients we 

determined in the previous step. For this stage, we shall apply Pythagoras' theorem. Here, the gradients are the 

base and perpendicular. So, using Pythagoras' theorem, we can compute the entire gradient magnitude as (3): 

 

𝑇𝐺𝑀 = √[(𝐺𝑥)2 + (𝐺𝑦)2] (3) 

 

where TGM is total gradient magnitude, GX is change in X direction, and GY is change in Y direction. Then, 

for the same pixel, compute the orientation (or direction). We already know how to write the tan for the 

angles: 

 

𝑡𝑎𝑛(𝛷) = 𝐺𝑌 𝐺𝑋⁄  (4) 

 

𝛷 = atan(𝐺𝑌 / 𝐺𝑋) (5) 

 

2.2.  Signature image classification 

In this study, we use a LSTM network to categorise a signature dataset. The LSTM structure is a 

deep learning artificial RNN. Furthermore, unlike ordinary feed forward neural networks, LSTM 

incorporates feedback connections, allowing it to prepare both single bits of information (such as images) and 

whole information groupings (such as speech or video) [15]. 

Since its inception in 1995, a multi variant of the LSTM structure for RNN has been proposed. Over 

time, these systems have evolved into state-of-the-art models for a variety of machine learning issues. This 

has rekindled interest in determining the utility and role of various computational components of LSTM 

typical variants [16]. 

LSTMs are RNN nodes that are specially designed to maintain long-term conditions. They are made 

up of a self-connected memory cell, similar to a classical RNN node, and three gates that control the hub’s 

yield and input. Each gate could be a sigmoid function of the LSTM hub’s input. The primary door is an 

input door that controls whether new input for the hub is available. The moment door could be a disregard 

entryway, allowing the hub to reset the memory cell’s activation values. The final entryway is a yield 

entryway that controls which parts of the cell yield are accessible to the other nodes [17]. Figure 5 show the 

structure of the LSTM.  

As a result, we employed LSTM layers in our study to understand the long-term interdependence of 

signature strokes. Three gates and a cell are included in LSTM units. The LSTM operational are as follows:  

 

𝑓𝑡 = 𝑠𝑖𝑔 (𝑊𝑓
   .[ℎ𝑖𝑑𝑑𝑒𝑛𝑡−1, 𝑋𝑡] + 𝑏𝑖𝑎𝑠𝑓) (6) 

 

𝑖𝑡 = 𝑠𝑖𝑔 (𝑊𝑖
   .[ℎ𝑖𝑑𝑑𝑒𝑛𝑡−1, 𝑋𝑡] + 𝑏𝑖𝑎𝑠𝑖) (7) 

 

𝐶𝑡
~ = 𝑡𝑎𝑛ℎ (𝑊𝑐

   .[ℎ𝑖𝑑𝑑𝑒𝑛𝑡−1, 𝑋𝑡]𝑋𝑡 +  𝑏𝑖𝑎𝑠𝑐) (8) 

 

𝐶𝑡 = 𝑓𝑡  ×  𝐶𝑡−1 + 𝑖𝑡  ×  𝐶𝑡
~ (10) 

 

𝑂𝑡 = 𝑠𝑖𝑔 (𝑊𝑜
 [ℎ𝑖𝑑𝑑𝑒𝑛𝑡−1, 𝑋𝑡] +  𝑏𝑖𝑎𝑠𝑜) (11) 

 

ℎ𝑡 = 𝑜𝑡  × tan ℎ (𝐶𝑡) (12) 
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Figure 5. The structure of the LSTM neural network. Reproduced from Yan [18] 

 

 

2.3.  Signature dataset 

The comparison of four algorithms using images of signatures from the (UTSig) and CEDAR 

datasets. As demonstrated in Figure 6, the UTSig dataset includes “(115) classes containing: (27) genuine 

signatures; (3) opposite-hand forgeries; (36) simple forgeries; and (6) skill forgeries. Each class is associated 

with a single authentic individual. UTSig contains (8,280) images of signatures collected from undergraduate 

and graduate students at the University of Tehran and Sharif University of Technology; signatures were 

scanned at a resolution of 600 dpi and stored as 8-bit Tiff files” [19]. 

In this paper, for the UTSig dataset, a total of (1,350) signature images were chosen to train the set, 

which included 50 people for each person (27) genuine signature and (6) skilled forgery signature, we prefer 

skilled forgery signature because it is more difficult than other forgery types, and (300) signature images 

were chosen to test our classification algorithm. CEDAR data set “consists of the signatures of 55 signers 

from various professional and cultural backgrounds. Each of these signers signed 24 genuine signatures 20 

minutes apart. Each forger attempted to imitate the signatures of 3 people 8 times in order to produce 24 

forged signatures for each genuine signer. As a result, the dataset contains 55×24=1,320 genuine signatures 

and 1,320 forged signatures” [20].  

In this paper, we used the CEDAR dataset to train our classification algorithms on a total of ( 200,1 ) 

signature images and (400) signature images to test our classification algorithms. Figure 6 shows examples of 

forger and genuine signature. Figure 6(a) is genuine signature image from both dataset CEDAR and UTSig 

and Figure 6(b) is forged signature image from both dataset CEDAR and UTSig. In this study, the original 

and forged signatures of the first 50 people were selected from UTSig database, while the original signatures 

of the first 50 people, and 8 forged signatures for each of them, were selected from CEDAR database, and 

Table 1 shows the number of images of signatures selected from each database.  

 

 

  
(a) (b) 

 

Figure 6. Forger and genuine signature examples from UTSig and CEDAR dataset (a) is genuine signature 

image from both dataset CEDAR and UTSig and (b) is forged signature image from both dataset CEDAR 

and UTSig 
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Table 1. The statistical differences between testing and training sets 
Sets UTSig CEDAR 

Training 1,350 1,200 
Test 300 400 

Total 1,650 1,600 

 

 

3. RESULTS AND DISCUSSION 

This section presents the classification results of our classifiers. This section consists of two parts, 

part (3.1) explains the implementation process, begin with selected the number of signature images, then 

features extraction process, and finally the classification process. While section (3.2) summarizes the 

classifiers’ accuracy, performance, and compare it with other classifiers. 

 

3.1.  Experimental setup 

A HOG technique was used to extract features, which were subsequently categorised in original-

forgeries using an LSTM classifier. The first model for the UTSig dataset was trained using a set of 

signatures for (50) individuals, each with 33 signatures, 27 genuine and 6 forgeries, whereas the second 

model for the CEDAR dataset was trained using a set of signatures for (50) individuals, each with 32 

signatures, 24 genuine, and 8 forgeries. We recorded the results of extracting features for each individual 

signature picture using the HOG technique in a vector that comprised both features and labels. 

In the LSTM stage we load the vector with both features and labels and identify them as input for 

LSTM, then we get the sequence length for each observation and sort the data by their sequence length, after 

that we divide the training data evenly by using a mini-batch size of 27 in order to reduce the amount of 

padding in the mini-batch. In addition, we define the LSTM network architecture by identifying the input 

size, number of hidden units, and class number. Figure 7 depicts the training of an LSTM network for the 

UTSig dataset, whereas Figure 8 illustrates the training of an LSTM network for the CEDAR dataset. 

 

3.2.  Efficiency 

The efficiency was determined by the time required to run each algorithm and the accuracy obtained 

when each algorithm was run on (300) signature images from the UTSig dataset and (400) signature images 

from the CEDAR dataset. Table 2 displays the run-time and accuracy of classification algorithms. The results 

of our experiment are summarized in Table 2, which includes the run-time and accuracy of each classifier. 

We discovered that our proposed model achieves a high level of accuracy and run-time on both USTig and 

CEDAR datasets, with an LSTM accuracy of 92% and a run-time of 1.67 seconds for USTig dataset and 76% 

and a run-time of 20.3 seconds for CEDAR dataset. Table 3 shows the result of compression process between 

our proposed method and some other methods for offline signature verification based on accuracy result for 

each method. 
 

 

 
 

Figure 7. Train LSTM network for UTSig dataset 
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Figure 8. Train LSTM network for CEDAR dataset 

 

 

Table 2. Run-time values and accuracy for each classifier 

Method 
Run-time Accuracy 

UTSig dataset CEDAR dataset UTSig dataset (%) CEDAR dataset (%) 

LSTM 1.67 2.98 92.4 87.7 

 

 

Table 3. Results of comparing our proposed method with other methods 
Methods Algorithms used Accuracy (%) 

[21] Convolution neural network (CNN), speeded-up robust features (SURF), and Harris 89 

[22] K-nearest neighbour (KNN), Support vector machine (SVM) 78.5 
[23] Gaussian empirical rule 91.2 

[24] Probabilistic neural network 92.06 

[25] Multilayer perceptron and SVN 91.67 
Proposed methods 92.4 

 

 

Also, we use false acceptance rate (FAR), false rejection rate (FRR), and equal error rate (EER) to 

evaluate the performance of the proposed system. EER is calculated as the value at which FAR and FRR are 

equal. The EER is the best and most accepted single explanation of a verification algorithm's error rate, and 

the lower the EER, the lower the algorithm's mistake rate. The strategy with the lowest ERR is thought to be 

the most exact. As a consequence, the findings reported in Table 4 reveal that our method proved to be the 

most efficient way for accurately verifying signature features of offline handwritten signatures. 

 

 

Table 4. Results of comparing our proposed method with other methods 
Methods Algorithms used FAR (%) FRR (%) ERR (%) 

[26] Discrete radon transforms (DRT) features and HOG 15.08 22.76 20.94 

[24] WP entropy neural network system (WPENN) 16.1 16.2 16.5 

[27] Global features for offline systems 17.25 17.26 17.25 
Proposed methods 12.68 10.12 11.40 

 

 

4. CONCLUSION 

This research proposed a new model for signature verification by using HOG algorithm for features 

extraction from signature images, then the extracted features save into vector and classified into two classes 

genuine or forgery using LSTM, the UTSig dataset has (8,280) signature images divided into (115) classes 

where and each class refers to one person, and each person has four types of signature, (27) genuine 
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signatures; (3) opposite-hand forgeries, (36) simple forgeries and (6) skill forgeries. Additionally, we select 

the optimal cell size (4×4) for the HOG feature extraction algorithm by comparing four different cell sizes in 

order to determine the optimal number of extracted features. The experimental results indicated that our 

proposed model performed quite well in terms of performance and predictive ability, achieving an accuracy 

of 92%, which is considered a high value, especially given that we tested skilled forged signatures, which are 

harder to identify than other types of forged signatures such as (simple or opposite-hand), as skilled forged 

signatures are frequently quite similar to the original signatures. In the future, we expect that optimizing the 

feature extraction phase will increase the performance and predictive ability of signature verification. As a 

result, utilizing a deep learning algorithm such as CNN for feature extraction and combining it with LSTM 

will improve the signature verification model. 
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