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 Bodyweight, blood pressure, and cholesterol are all risk variables that can 

aid people in making educated decisions regarding their health promotion 

activities. Food choices are among the most effective methods for preventing 

chronic illnesses, including heart disease, diabetes, stroke, and some 

malignancies. Because various meals give varying amounts of energy and 

minerals, good eating necessitates keeping track of the nutrients we ingest. 

Furthermore, there is a paucity of information on whether understanding 

food constituents might aid in more accurate nutrition calculations. 

Therefore, this research suggests processing food images on social media to 

anticipate the contents of each food and extracting nutrition information for 

each food image to serve as healthy implicit feedback to take advantage of 

the rapid accumulation of rich photos on social media. The proposed 

methodology is a framework based on a machine-learning model for 

predicting food ingredients. We also compute critical health metrics for each 

ingredient and combine them to obtain nutrition data for the food. The result 

revealed a promising way of extracting food components and nutrition 

information. Compared with other researchs, our proposed prediction and 

attribute extraction strategy achieves a remarkable accuracy of 85%. 
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1. INTRODUCTION 

Food significantly affects humans' quality of life [1], health, and happiness [2]. The number of 

overweight or obese persons is increasing. According to the WHO [3], over 1.9 billion obese adults between 

the ages of 18 and over 650 million obese adults, obesity is a significant cause of diseases. For these reasons, 

food-related research [4]–[6] has consistently been a hot topic and garnered significant attention from various 

sectors. Previously, food-related research focused on various topics, including food selection [7] and food 

perception [8]. These studies, however, were undertaken before the web transformed research in various 

fields. 

Additionally, most approaches rely on small data sets, such as questionnaires, cookbooks, and 

recipes [9]. Nowadays, with the rapid rise of multiple networks such as social networks, mobile networks, 

and the Internet of Things, people can easily share food images, recipes, cooking videos, and meal diaries, 

resulting in vast food databases [10]. These food data suggest a wealth of knowledge and hence present 

significant prospects for food-related research, including the discovery of food perception principles [11], the 

analysis of culinary habits [6], and diet monitoring [5]. Additionally, network analysis, computer vision, 

machine learning, and data mining offer various unique data analysis tools. Recent breakthroughs in artificial 

intelligence (AI), notably in deep learning [8], have sparked renewed interest in large-scale food-related 
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studies [9], [10], owing to AI's improved ability to learn representations from several different sorts of data 

[12]. The research problems for this study boil down to two main points; the first is to extract nutrition 

information for each food ingredient from food photos. The second is that most past studies have not merged 

the computed important health metrics for each ingredient in the food meal photo to provide nutrition data for 

the food, which is a nice balance that our research will achieve. Most research on predicting nutritional value 

from food images has focused on taking an input food image and classifying it using a trained list of food 

categories via convolutional neural networks (CNN) layers [13], [14]. Then, based on the identified category, 

it displays the food item's projected nutritional value. Many researchers are interested in solving image food 

prediction problems and extracting nutritional value predictions from them [15]. Researchers have only lately 

begun to work on predicting food images and extracting predicting nutritional data. The following are the 

most often conducted studies in this field:  

− Deepak et al. [16] developed a model that takes an input food image and classifies it using CNN layers 

according to the training list of food categories. Then, based on the selected category, it displays the 

estimated nutritional value of the food item. In this scenario, they recognized the food image using CNN, 

a deep learning approach, bypassing it through layers such as Dense, Dropout, Flatten, Conv2D, and 

Maxpooling2D. Additionally, they designed a system that uses an ever-growing and dynamic collection 

of culinary images. They know that food and its classes are immense and constantly growing, resulting in 

the disastrous loss of idealistic notions in present systems. To my mind, this article introduces a powerful 

photo prediction technique that may be used to identify the sort of food without relying on meal 

ingredients. 

− Hong et al. [17] used deep learning neural networks to create a novel approach for automatically 

predicting meal calories from ingredient pictures. The method begins by training an object recognition 

model to recognize all the food elements in the image, using the white dish as a reference object. It then 

uses polynomial linear regression to fit the relationship between the weight of the food ingredient and the 

area of the food ingredient in the image. Finally, it estimates the calories from the ingredients' calorific 

values. The article's shortcoming is that it estimates food calories using constituent photographs rather 

than meal shots. 

− Amiri et al. [18] created methods for multiple regression, including least squares linear regression (linear) 

with l2 regularization (ridge). Additionally, the state-of-the-art approach for deriving nutrition facts from 

food descriptions as described in–a CNN employed word n-grams to match food items to the USDA 

dataset to generate nutrition facts. They expanded on this strategy by teaching each other the nutrition 

data and ingredients of various foods. They built a framework for multi-task learning to enable concurrent 

learning of ingredients and nutrition data from meal descriptions. To my mind, this paper is that it 

estimates food calories using meal descriptions rather than meal photos (text analysis). 

− In [19] and [20] proposed that SVM and enhanced MLP models are used in this research to perform food 

item recognition and calorie prediction. The suggested study utilizes a variety of preprocessing 

approaches, segmentation, and feature extraction to analyze a single food item. For recognition, the 

collected features are input into SVM and MLP classifiers. In my opinion, the paper's weak point is that it 

estimates food calories based on raw shots of food, not meal photographs. However, most of these studies 

have not considered the computed critical health metrics in the food meal photo.  

 The proposed methodology is into two distinct ways of processing, and the first is the use of 

learning-based CNN models for ingredient prediction. In contrast, the second generates a list of predicted 

ingredients and nutrition facts estimation. 

This study proposes a vision of food photos for predicting food ingredients. The researchers also 

compute critical health metrics for each ingredient and combine them to obtain nutrition data for the food. 

This study proposes a visual representation of food images to predict meal constituents. Additionally, the 

researchers compute essential health metrics for each ingredient and combine them to obtain the food's 

nutritional information. 

 

 

2. THE PROPOSED APPROACH 

Our model's primary objective is to develop a framework based on the machine-learning framework 

for predicting food ingredients. Additionally, the researchers computed essential health metrics for each 

ingredient and combined them to obtain the food's nutritional information. The findings demonstrated a 

promising method for collecting food components and nutrition information from them, allowing developers 

and architects to leverage this model when designing food and health systems and systems of 

recommendation.  

Figure 1 illustrates an example of the proposed model. The model has the main module of the CNN-

based pre-trained model. After the predicting procedure is complete using a pre-trained model, the estimated 
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nutrition information model gives the item's name and constituents. Nutritional data will be derived from the 

Nutrition5k dataset. Table 1 shows result of inverse cooking model. Table 2 shows result of nutrition 

information estimation. 

 

 

 
 

Figure 1. Proposed model example 

 

 

Table 1. Result of inverse cooking model 
Title Ingredients 

Bbq chicken salad Onion, chicken, pepper, lettuce, barbecue_sauce 

 

 

Table 2. Result of nutrition information estimation 
ingr Cal/g Fat/g Carb/g Protein/g 

Onion 0.4 0.001 0.09 0.011 

Chicken 1.65 0.036 0 0.31 
Pepper 0.4 0.002 0.093 0.02 

Lettuce 0.15 0.002 0.029 0.014 

Barbecue_sauce 1.72 0.006 0.41 0.008 
Total 4.32 0.047 0.622 0.363 

 

 

3.   METHOD 

3.1.    Datasets 

3.1.1. Yelp dataset 

The primary resource in this model is the Yelp dataset, which will estimate nutrition facts in this 

application. A subset of Yelp's businesses, reviews, and user data is available for personal, educational, and 

research use. Available in the form of JSON files. It contains a directory of 10,000 No restaurants, complete 

with addresses, menu selections, and ratings. Yelp provides around 280,000 images from over 2000 

establishments, with the dataset available on the Yelp data challenge website. This dataset contains interior, 

exterior, beverage, and food photographs. Yelp has designated the four categories above, but there are no 

subcategories for specific types of cuisine. Customers or business owners upload the majority of 

photographs. These photographs may contain good captions which accurately describe the photographs they 

accompany. Numerous photographs lack captions or contain inaccurate captions [21]. The researchers 

preprocess the dataset by extracting only food photos and using them to test the model. 

 

3.1.2. Nutrition5k dataset 

Nutrition5k is a visual and nutritional data dataset for ~5k realistic plates of food captured from 

Google cafeterias using a custom scanning rig. This study is releasing this dataset alongside our recent CVPR 

2021 paper to help promote research in visual nutrition understanding [22]. The researchers used this dataset 

to estimate nutrition facts for each ingredient in the meal. 

 

 

 
 

 

 
 

 

 

 

 

Inverse cooking model (Table 1) 

 

Nutrition information estimation (Table 2) 
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3.2.  Model design and implementation 

The proposed methodology is into two distinct ways of processing, and the first is the use of 

learning-based CNN models for ingredient prediction, as shown in Figure 2. The second generates a list of 

predicted ingredients and nutrition facts estimation, as shown in Figure 3. 

 

3.2.1.  Pre-trained convolutional neural network model 

The model used consists of two main phases; the first phase is called Image Encoder; this phase is 

based on resnet50 CNN architecture to extract features from food photos, and the second phase is called 

ingredient decoder; this phase is based on the transformer model to generate a list of ingredients as shown in 

Figure 2. 

 

 

 
 

Figure 2. Trained model, (a) image encoder using ResNet50 and (b) ingredient decoder using transformal 

model [23] 

 

 

A list of ingredients is a varying in size, a systematic gathering of distinct meal ingredients. Training 

data consists of 𝑴 image and ingredient list pairs {(𝐱(𝒊), 𝐋(𝒊))}
𝒊=𝟎

𝑴
. the goal is to predict 𝐋̂ from an image 𝐱 by 

maximizing the following objective [23]: 

 

𝑎𝑟𝑔⁡m𝑎𝑥
𝜃𝐼,𝜃𝐿

∑  𝑀
𝑖=0 𝑙𝑜𝑔⁡ 𝑝(𝑳̂(𝑖) = 𝑳(𝑖) ∣ 𝒙(𝑖); 𝜃𝐼 , 𝜃𝐿) (1) 

 

A set of ingredients is a variable-sized, disorganized grouping of distinct meal ingredients. The 

model can obtain a set of ingredients 𝑺 by selecting 𝑲 ingredients from the dictionary 𝓓:𝑺 = {𝒔𝒊}𝒊=𝟎
𝑲 . 

Training data consists of 𝑴 image and ingredient set pairs: {(𝐱(𝒊), 𝐬(𝒊))}
𝒊=𝟎

𝑴
. In this case, the goal is to predict 

𝐬̂ from an image 𝐱 by maximizing the following objective [23]: 

 

𝑎𝑟𝑔⁡𝑚𝑎𝑥
𝜃𝐼,𝜃𝐿

∑  𝑀
𝑖=0 𝑙𝑜𝑔⁡ 𝑝(𝒔̂(𝑖) = 𝒔(𝑖) ∣ 𝒙(𝑖); 𝜃𝐼 , 𝜃𝐿) (2) 

 

The researchers employed a target distribution technique  𝒑(𝐬(𝒊) ∣ 𝐱(𝒊)) = 𝐬(𝒊)/∑𝒋  𝐬𝒋
(𝒊)

 to model the 

joint distribution of set elements and train a model by minimizing the cross-entropy loss between  

𝒑(𝐬(𝒊) ∣ 𝐱(𝒊)) and the model's output distribution 𝒑(𝐬̂(𝒊) ∣ 𝐱(𝒊)). Nonetheless, it is unclear how to transform 

the target distribution back to the set of items with variable cardinality corresponding to it. In this case, The 

researchers built a feed-forward network and trained it with the target distribution cross-entropy loss. To 

recover the ingredient set, The researchers proposed to sample elements probabilities greedily 𝒑(𝐬̂(𝒊) ∣ 𝐱(𝒊)) 

and stop the sampling once the sum of probabilities 𝒑(𝐬̂(𝒊) ∣ 𝐱(𝒊)) Furthermore, stop the sampling once the 

sum of probabilities of selected elements is above a threshold. The researchers referred to this model as feed-

forward (target distribution) [23].  

This paper used A model that has been pre-trained using feed-forward convolutional networks to 

predict sets of ingredients (as shown above). Several losses have been used to train these models, including 

binary cross-entropy, soft intersection over union, and target distribution cross-entropy. Notably, binary 

cross-entropy is the only one that ignores the set's dependencies. On the other hand, sequential models 

predict lists, impose order, and take advantage of element dependencies. Finally, this study explores newly 

proposed models that combine set and cardinality prediction to choose which components to include in the 

set. 

 

3.2.2. Nutrition information estimation 

Figure 3 illustrates that before predicting our dataset's pictures, it must be PreProcess Stage to the 

dataset to extract food photos only from the Yelp dataset. The next stage is predicted food ingredients. In this 
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stage, the researchers called the pretrained model to predict food ingredients from food photos. In the final 

stage, the nutritional information was estimated stage. After obtaining the name of the food and its 

components, it was sent to the in estimating the nutritional components. After taking the predicted 

components, the nutritional information for each component was calculated from the Nutrition5k dataset. All 

the ingredients were collected together to extract the essential nutritional information (calories, 

carbohydrates, fat, protein), according to the United States Department of Agriculture Food and Nutrition 

Information Center [24] for one gram of the food, as shown in Algorithm 1. The mass and size of the food 

were not considered due to the difficulty of predicting the size of the food and its components from the 

picture. 

 

 

 
 

Figure 3. Block diagram for the proposed model 

 

 

 

Algorithm 1 : Nutrition Information Estimation : 

Inputs : photo, photo id, photo category,  ingredient name, calories, fat, carbohydrate ,protein   

                                                                                                                          // from Dataset 

Outputs : result cal , result fat , result carb ,result prot  

Process :  

Begin 

FOREACH photo category is “food” DO 

             ResultIngedientsList  PredictFoodIngedients(photo) 

 FOREACH ResultIngedient in ResultIngedientsList DO 

              IF ResultIngedient within IngedientsList(DS) THEN 

                      Summation result Cal with Calories  

                           Summation result fat with Fat 

                      Summation result carb with Carbohydrate 

                      Summation result prot with Protein 

             ELSE 

                      Summation result Cal with zero  

                           Summation result fat with zero 

                      Summation result carb with zero 

                      Summation result prot with zero 

End 
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4. RESULTS AND DISCUSSION  

Table 3 illustrates that the model's test accuracy examples depend on the correct prediction of 

components. The more correct the estimate of the components, the more accurate and better the result of 

calculating nutritional information. The researchers assess the quality of anticipated elements using user trials 

to evaluate the model's effectiveness. They compare their model's performance to that of humans in 

ingredient production by randomly selecting 15 images from the test set and asking participants to choose up 

to 21 different ingredients that correspond to the presented image. To lessen the work's complexity for 

humans, they reduced the vocabulary for ingredients from 1489 to 220 by increasing the frequency threshold 

from ten to one thousand. They received responses from 31 unique individuals, averaging 5.6 responses per 

image. They retrain our top ingredient prediction algorithm on the restricted vocabulary of components to 

ensure a fair comparison. They compute IoU, and F1 ingredient evaluations gathered from humans, the 

retrieval baseline, and their methodology. The findings emphasize the complexity of the endeavor. Humans 

outperform the retrieval reference standard (35.25% F1 vs. 30.60%). (F1 of 35.25% vs. 30.6%, respectively) 

[25]. Additionally, their technique beats baseline human performance and retrieval-based systems, with an F1 

score of 49.09%. The extra material contains qualitative comparisons of synthetic and human-written 

ingredients (including ingredients from ordinary and skilled users). 

 

 

Table 3. Ingredient prediction examples 

Meal food photo 
Ingredient’s 
production 

Ingredients 
real 

Estimated nutritional 
information/g 

Real nutritional 
information/g 

 

Onion, 

chicken, 
pepper, 

lettuce, 

barbecue_sauc
e 

Chicken, 

tomatoes, 
onion, 

perpper, 

lettuce, beans, 
corn, BBQ 

sauce 

Cal/g=4.32 

Fat/g=0.047 
Carb/g=0.62 

Prot/g=0.36 

Cal/g=7.14 

Fat/g=0.11 
Carb/g=1.11 

Prot/g=0.46 

 

Oil, pepper, 

onion, seeds, 
spinach, 

vinegar, salt, 

egg, sugar 

Spinach, 

tahini, miso 
pasta, sesame, 

oil, caster 

suger, lime 
juice, toasted 

sesame seeds  

Cal/g=20.91 

Fat/g=1.604 
Carb/g=1.33 

Prot/g=0.49 

Cal/g=28.48 

Fat/g=2.089 
Carb/g=2.09 

Prot/g=0.68 

 

 

Figure 4 shows the high predictive accuracy rate of the nutritional estimation model of the food 

images after taking 53 samples, inserting them into the proposed model, and comparing the estimated 

ingredients from the proposed model with the actual ingredients of the food. Worthy of attention is that the 

accuracy of the proposed model depends mainly on the accuracy of the ingredient’s prediction model. 

 

 

 
 

Figure 4. Accuracy rate ingredient prediction for proposed model 
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5. CONCLUSION  

At the moment, obesity is a severe worry of human existence, and people have developed an interest 

in monitoring their weight and eating habits to avoid becoming obese. Thus, this research presents a 

revolutionary approach for informing us about the type of food we consume and its characteristics. This 

research developed a system for nutritional assessment that takes an image of a meal and generates a title and 

ingredients list. This is the first study to estimate food ingredients from food photographs and evaluate 

nutritional information based on the predicted ingredients. The model will inform us of the dish's 

characteristics. Our model was built using a dataset from Yelp and Nutrition5k that contains an average meal. 

This study includes a predicting model for food items and a method for quantifying the food's attributes 

through an attribute estimation model. Our proposed prediction and attribute extraction strategy achieves a 

remarkable accuracy of 85%. Additionally, this research discussed prospective modifications and future work 

to improve the model's utility and accuracy by increasing component prediction accuracy and considering 

food mass when estimating nutrition information. 
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