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 Sentiment analysis in the Arabic language is challenging because of its 

linguistic complexity. Arabic is complex in words, paragraphs, and sentence 

structure. Moreover, most Arabic documents contain multiple dialects, 

writing alphabets, and styles (e.g., Franco-Arab). Nevertheless, fine-tuned 

bidirectional encoder representations from transformers (BERT) models can 

provide a reasonable prediction accuracy for Arabic sentiment classification 

tasks. This paper presents a fine-tuning approach for BERT models for 

classifying Arabic sentiments. It uses Arabic BERT pre-trained models and 

tokenizers and includes three stages. The first stage is text preprocessing and 

data cleaning. The second stage uses transfer-learning of the pre-trained 

models’ weights and trains all encoder layers. The third stage uses a fully 

connected layer and a drop-out layer for classification. We tested our fine-

tuned models on five different datasets that contain reviews in Arabic with 

different dialects and compared the results to 11 state-of-the-art models. The 

experiment results show that our models provide better prediction accuracy 

than our competitors. We show that the choice of the pre-trained BERT 

model and the tokenizer type improves the accuracy of Arabic sentiment 

classification. 
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1. INTRODUCTION 

With the rise of Arabic content shared by users through the internet, sentiment analysis has become 

essential to analyze people's thoughts and opinions in many applications, such as e-commerce, healthcare 

systems, and social networks. People in 26 countries across the Middle East and North Africa speak Arabic 

and use it to express opinions and thoughts on the internet and social media platforms [1]. However, Arabic 

has different dialects and writing styles. For example, Franco-Arabic consists of Arabic keywords written 

using Latin characters and numbers. In addition, the language has some limitations due to its complex 

orthography, morphology, and syntax. Therefore, sentiment analysis for the Arabic language is a challenging 

task [2]. Sentiment analysis (SA) is a natural language processing (NLP) research field that determines 

people's opinions, sentiments, and emotions. SA has three main classification types: sentence [3], document, 

and aspect [4]. SA methods are categorized into supervised, semi-supervised, and unsupervised machine 

learning approaches for sentiment classification. Most sentiment classification approaches fall into the 

https://creativecommons.org/licenses/by-sa/4.0/


Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

ArSentBERT: fine-tuned bidirectional encoder representations from … (Mohamed Fawzy Abdelfattah) 

1197 

supervised category. The superior classical machine learning algorithms support vector machines (SVM), 

Naïve Bayes (NB) [5], and researchers have utilized them for Arabic sentiment classification [6]–[8]. 

Therefore, Arabic sentiment analysis has become a research interest for many researchers.  

Recently deep learning has been used extensively in English language sentiment classification. 

Socher et al. [9] used the recurrent neural network (RNN) approach, which is trained on a sentiment tree 

bank. This approach improved the prediction accuracy of SA English text. However, there is less use of deep 

learning in Arabic SA than in English. Ghanem et al. [10] used a convolutional neural network (CNN) model 

for sentiment classification tasks and a stanford segmenter to perform tokenization and normalization of 

tweets. They also utilized word embedding Word2vec for the Arabic sentiment tweets dataset (ASTD). 

Alhumoduh et al. [11] used an long short-term memory CNN (LSTM-CNN) model with two classes (positive 

and negative) to classify tweets in the ASTD. Several recent studies [12], [13] have trained the bidirectional 

encoder representations from transformers (BERT) model on Wikipedia and Oscar datasets for the Arabic 

language. In addition to that, several recent studies [14], [15] have fine-tuned the Arabic BERT model [13] 

for downstream task SA. the drawback identified from the analysis of existing literature are: i) models not 

tested on different datasets; ii) some models ignore the context meaning of the sentence; iii) the model using 

context like BERT fined-tuned using general pre-trained models that affect models performance; and  

iv) there is room for improvement for reported prediction accuracy. 

This work presents a fine-tuning technique for Arabic SA using Arabic pre-trained BERT models 

[12], [13], where one of them was chosen based on the dataset domain to maximize model performance and 

improve prediction accuracy. In order to achieve the best results, hyperparameters were chosen using 

population-based training [16]. This paper is structured as follows: section 2 proposes the research method, 

after which section 3 explains the experiments and results. Finally, section 4 introduces the conclusion and 

future work. 

 

 

2. METHOD 

The proposed approach comprises three stages: text preprocessing, fine-tuning the Arabic BERT 

model, and presenting the classification layer, as shown in Figure 1. The text preprocessing stage is 

responsible for data cleaning and text tokenization that feeds the model. The fine-tuning stage contains the 

pre-trained Arabic BERT model to initialize model weights for training. The classification stage contains a 

fully connected layer and a drop-out layer responsible for prediction. 

 

 

 
 

Figure 1. Proposed stages for fine-tuning 
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2.1.  Text preprocessing 

The first stage contains two steps: data cleaning and text tokenization. The first step is to remove the 

special characters, URLs, And hashtags when available; the second step is text tokenization, in which the 

sequence of strings can be split into a list of tokens based on the tokenizer type, such as character tokenizer, 

sub-word tokenizer, and word tokenizer. The original BERT tokenizer [17] was trained using WordPeice 

tokenization, in which a word can be split into multiple sub-words. Due to Arabic’s morphological 

complexity, character and sub-word tokenizers are not a good fit for tokenization in Arabic. Therefore, we 

used two different pre-trained Arabic BERT tokenizers that use word-level tokenizers and applied a specific 

tokenizer on each dataset selected based on its context: Antoun et al. [13] tokenizer for social media datasets, 

such as Arabic–Jordanian tweets, and Safaya et al. [12] general-purpose tokenizer that works better on other 

datasets, such as Goodreads and booking. 

 

2.2.  Fine-tuning the Arabic bidirectional encoder representations from transformers model 

In the second stage, the models were fine-tuned using Arabic BERT tokenizer and pre-trained 

Arabic BERT models [12], [13] for downstream task SA for Arabic language. In this approach, we used two 

different Arabic BERT models. We used one of the pre-trained models for each dataset we chose based on its 

context. We used Antoun et al. [13] pre-trained model to achieve better sentiment classification of social 

media datasets, such as Arabic Jordanian general tweets (AJGT); the model contains 12 encoders that are 

used for Arabic tweets. Furthermore, we used Safaya et al. [12] pre-trained model to achieve better accuracy 

of results regarding general-purpose datasets, such as Goodreads and Booking; the number of encoders in this 

model is 24. To achieve the best results, we used a hyperparameter search technique to find the best 

hyperparameters that can be used for each dataset using population-based training [16]. The BERT output 

layer contains a pooling operation in which the output is concatenated and flattened. The output then passes 

to the dense layer and activation function Tanh to calculate the probability for the label that is passed to the 

final stage, the classification layer. The fine-tuning process first initializes model weights using the pre-

trained BERT models to transfer the statistical knowledge of the pre-trained language models trained on a 

large corpus. The models that use Safaya et al. [12] model as a pre-trained model fine-tuned all the 24 

encoder layers and 340 M training parameters with a vocabulary size of 32 K. Moreover, fine-tuned models 

that use Antoun et al. [13] model fine-tuned all 12 encoder layers and 136 M training parameters with a 

vocabulary size of 64 K. 

 

2.3.  Classification layer 

In the third stage, we present the classifier, also known as the classification head for the BERT 

model, as shown in Figure 2. It contains a drop-out layer for regularization and preventing overfitting and a 

linear layer to predict the output. The number of input features for the fully connected layer is different based 

on the pre-trained model architecture: Safaya et al. [12] used the BERT large model architecture, whereas 

Antoun et al. [13] used the medium architecture; correspondingly, for the BERT large architecture, the 

number of input features is 1,024, whereas for the BERT medium architecture, it is 768.  

 

 

 
 

Figure 2. Proposed approach: the classification head 
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3. RESULTS AND DISCUSSION 

Five datasets were used in this study, as described in Table 1, to benchmark the model results 

compared to those of other studies to evaluate our proposed approach. When available, the splits and text 

preprocessing provided by the dataset authors were used in this study. When they were unavailable, we split 

the dataset with consideration of the distribution of the dataset classes. Thus, we split the data into train, 

validation, and test classes, with a distribution of 70%, 10%, and 20%, respectively. In addition, we removed 

stopwords and hashtags from the Twitter datasets and URLs from the tweets for text preprocessing. Next, we 

fed these data in chunks to BERT tokenizers to tokenize the raw data and pass it to the model. We then 

applied different hyperparameters, as described in Table 2, to achieve best model performance, which is 

comparable with those in other studies. All experiments are based on Adam optimizer, a fine-tuned version of 

Adam optimizer. 

 

 

Table 1. Datasets statistics 
Dataset Language Samples Classes 

ASTD MSA 1,000 2 

LABR DA 63,000 2 

HARD MSA-DA 93,700 2 
AJGT MSA-DA 1,800 2 

ArSenTD-Lev DA 4,000 3 

 

 

Table 2. The fine-tuned Arabic BERT models’ hyperparameters 
Dataset Batch_size Drop-out Max_length Learning rate Pre-trained model Epochs 

HARD 128 0.1 64 1e-5 bert-large-arabic 3 

LABR 32 0.1 64 1e-5 bert-large-arabic 3 

ArSenTD-Lev 512 0.1 128 5e-5 bert-base-twitter 50 
AJGT 256 0.1 128 2e-5 bert-base-twitter 20 

ASTD 64 0.2 140 5e-5 bert-large-arabic 20 

 

 

3.1.  Datasets 

The experiment was tested on five datasets. The datasets chosen in this experiment were collected 

from different data sources. It contains different dialects for Arabic speakers from different countries. All 

datasets' class distributions are balanced except goodreads review. 

− ASTD: the ASTD [18] contains 10 K Arabic reviews collected from Twitter in 2015. It has different 

dialects. The tweets are labeled as “positive,” “negative,” “neutral,” and “mixed.” We used the balanced 

version of this dataset in the benchmark referred to as ASTD-B, which contains only balanced positive 

and negative examples. 

− HARD: the hotel Arabic reviews dataset (HARD) [19] contains 93,700 reviews from 1,858 hotels 

contributed by 30,899 customers and collected in 2016. These reviews are annotated as “positive” and 

“negative.” We used the balanced dataset version; the unbalanced version had 373,750 reviews.  

− AJGT: the AJGT [20] has 1,800 tweets annotated as “positive” and “negative.” 

− ArSenTD-Lev: the Arabic sentiment twitter dataset for Levantine (ArSenTD-Lev) [21] contains 4,000 

tweets written in the Levantine dialect with annotations for sentiment, topic, and sentiment target. There 

are five classes: “negative,” “neutral,” “positive,” “very negative,” and “very positive.” Our approach 

used three classes only: “positive,” “negative,” and “neutral.” 

− LABR: the large-scale arabic book reviews (LABR) [7] contain 63,000 book reviews in Arabic. 

Reviews with ratings of 1 and 2 are considered negative, whereas reviews with ratings of 4 and 5 are 

considered positive. Reviews with a rating of 3 were discarded. 

 

3.2.  Results and discussion 

The proposed approach used two different pre-trained models. We chose one of the pre-trained 

models based on the dataset type to provide us with better-contextualized weights to initialize the model. Our 

model outperforms the state-of-the-art models AraBERT [13] and Choukhi et al. [14]. While both models use 

BERT architecture like the proposed approach, the main difference is that Choukhi et al. [14] uses BERT 

model medium architecture containing eight encoder layers without a text cleaning step. The proposed 

approach uses 12-encoder BERT architecture for Twitter and 24-encoder BERT architecture for general-

purpose datasets, such as goodreads and hotel reviews. The data cleaning is applied before tokenization to 

remove the dataset noise in the text preprocessing step. Moreover, both approaches use one pre-trained model 

for all datasets, whereas we used two pre-trained models based on the dataset context. Our approach uses a 
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hyperparameter search to find the optimal parameters for each dataset using population-based training [16]. 

In addition, we performed some exploratory data analysis, as shown in Figure 3, to get the maximum length 

of words needed per dataset. Table 3 describes all the results of the models; in comparison to other studies, 

we reported the accuracy to compare with them because an evaluation metric, such as the F1-score, is not 

available; however, F1-score in the proposed approach is described in Table 4. All models’ results were 

shared on GitHub. 

 

 

 
 

Figure 3. Exploratory data analysis for maximum length 

 

 

Table 3. Comparison of existing models with our model 
Approach ASTD LABR AJGT HARD ArSenTD-Lev 

CNN [10] 79 - - - - 

LSTM [22] 81 71 - - - 

LSTM-CNN [11] 81 - - - - 
CNN-CROW [23] 72.14 - - - - 

DE-CNN-G1 [24] 82.48  93.06 - - 

LR [25] 87.10 84.97 - - - 
GNB [25] 86 85 - - - 

ARABERT-BASE [12] 71.4 - - - 55.2 
hULMONA [26] 69.9 - - 95.7 52.4 

ARABERT [13] 92.6 86.7 93.8 96.2 59.4 

Choukhi et al. [14] 91 87 96.11 95 75 
The proposed approach 93.61 92.21 96.11 96.42 75.17 

 

 

Table 4. The proposed approach F1-score 
Dataset Classes Precision Recall F1-macro 

ASTD Negative 93.28 93.98 93.61  
Positive 93.94 93.58 

 

LABR Negative 81.09 69.32 84.79 

 Positive 93.99 96.89  
AJGT Negative 96.42 97.78 96.11 

 Positive 97.70 94.44  

HARD Negative 97.33 95.47 96.42 
 Positive 95.55 97.38  

ArSenTD-Lev Negative 82.11 80.80 74.24 

 Positive 71.74 78.75  
 Neutral 68.67 64.04  

 

 

4. CONCLUSION 

SA can result in reasonable accuracy if hyperparameters are optimized for the dataset, and there is 

room for improvement. More pre-trained BERT models, such as social media datasets and hate speech 

models, are needed in Arabic for specific tasks. This paper proposes an Arabic BERT model fine-tuned with 

regard to downstream task sentiment classification. The proposed approach achieves better accuracy than the 

current state-of-the-art models do since we used two different pre-trained Arabic BERT models. Each dataset 
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was trained by one pre-trained Arabic BERT model based on the dataset’s context to help initialize the 

weights with better context values. Finally, according to our research, a BERT model with a few examples 

does not achieve significant improvement. It might need a data augmentation technique for oversampling the 

training dataset. Therefore, future studies that consider data augmentation techniques for low-data resources 

in Arabic are recommended. 
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