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 A denial of service (DoS) attack is one of the dangerous threats to networks 

that Internet resources and services will be less available, as they are easily 

operated and difficult to detect. As a result, identifying these intrusions is a 

hot issue in cybersecurity. Intrusion detection systems that use classic 

machine learning algorithms have a long testing period and high 

computational complexity. Therefore, it is critical to develop or improve 

techniques for detecting such an attack as quickly as possible to reduce the 

impact of the attack. As a result, we evaluate the effectiveness of rapid 

machine learning methods for model testing and generation in 

communication networks to identify denial of service attacks. In WEKA 

tools, the CICIDS2017 dataset is used to train and test multiple machine 

learning algorithms. The wide learning system and its expansions and the 

REP tree (REPT), random tree (RT), random forest (RF), decision stump 
(DS), and J48 were all evaluated. Experiments have shown that J48 takes 

less testing time and performs better, whereases it is performed by using 4-8 

features. An accuracy result of 99.51% and 99.96% was achieved using 4 

and 8 features, respectively.  
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1. INTRODUCTION  

Cybercriminals employ communication network and system weaknesses to launch denial of service 

(DoS) and distributed denial of service (DDoS) attacks, which flood the network and overwhelm servers with 

a huge request, compromising the availability of resources for legitimate users DDoS/Dos attack is not hard 

to implement that it can be running with limited resources to a big target network called "asymmetric attack". 

Most of the current research focuses on how to effectively send information from source to destination over 

the lack of security protocol designed to separate malicious intent [1]. These security gaps can be exploited 

for DDoS attacks [2]. DoS attacks are carried out by one system, whereas DDoS attacks are coordinated and 

carried out by numerous systems. Floods, fragmentation, TCP state exhaustion, and application-layer fatigue 

are some of the categories [3]. Floods are a type of attack that overwhelms machines with a large number of 

packets. A botnet, which is a group of malware-infected devices controlled by the online attacker, floods a 

victim's bandwidth with user datagram protocol (UDP) or internet control message protocol (ICMP) packets. 

Fragmentation attacks use modified packets of networks that cannot be reassembled due to 

excessive packet headers. TCP state exhaustion attacks (protocol assaults) transmit huge internet protocol 

(IP) or TCP synchronize (SYN) packets to attack firewalls, load balancers, and servers. Simple mail transfer 

protocol (SMTP), hypertext transfer protocol secure (HTTPS), and domain name system (DNS) services are 

https://creativecommons.org/licenses/by-sa/4.0/
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all monopolized by application-layer attacks. Because the requests appear legitimate, these assaults are the 

most difficult to detect. 

Activity profiling, change-point detection, and wavelet analysis are some of the detection 

approaches for DoS and DDoS attacks [4]. In activity profiling, the headers of packets are monitored to 

estimate the average packet rate of inbound and outgoing flows by creating an activity profile based on 

packet field similarity and analysis of successive packets. Change-point detection creates a time series by 

clustering traffic data based on the address, port, or protocol. In order to explain network traffic, wavelet 

analysis is utilized to extract spectral components and distinguish anomalous events from typical network 

activity. Techniques for detecting intrusions recently developed [5], [6] that are based on machine learning 

(ML) algorithms [7]. 

Machine learning techniques to detecting DoS and DDoS cyber assaults necessitate a quicker 

discovery model that able to distinguish normal traffic from attack. As a result, when it comes to preventing 

cyberattacks on servers and avoiding denial of service to legitimate users when infractions first arise, a 

vetting process is essential to making the right decision. As a result, we analyze trustworthy machine learning 

methods such as REP tree (REPT), random tree (RT), random forest (RF), decision stump (DS), and J48. 

The Canadian institute for cybersecurity (CIC) has created datasets [8] that capture DoS and DDoS 

attacks using a testbed infrastructure [9]. These databases are intentionally constructed by analyzing both 

normal and malevolent user behavior. Approaches that are routinely perform DoS and DDoS assaults are 

employed to represent malicious behavior. The CICIDS2017 and CSE-CIC-IDS2018 datasets cover 

application-layer DoS assaults, and the CICDDoS2019 datasets include TCP, UDP, and TCP/UDP DDoS 

attacks. Using the CICIDS2017 dataset, we compare the performance of several algorithm models. 

This study compares the performance of REPT, RT, RF, DS, and J48 approaches in terms of testing 

duration, accuracy, F Score, precision, and recall. The major goal of this research is to develop a DDoS 

detection classifier that is both fast and accurate. As a result, employ feature selection techniques to decrease 

features before incorporating them into a quick and effective DDoS attacks detection model. Removed 

useless of features in IDS enhances its speed, lowers its memory requirements, and allows it to be used in 

real-time. 

 

 

2. RELATED WORK  

The surge in DDoS attacks, as well as the inadequacies of standard network-based detection 

processes, mandates the creation of novel attack detection systems. To detect and prevent various types of 

DDoS assaults, some machine learning-based data mining methodologies and algorithms have been used 

[10]. The authors developed a DRL-BWO algorithm for intrusion detection in UAV networks. Primarily, the 

networking data, fed as input, undergoes preprocessing to remove the unwanted data and transform it into a 

compatible format. Besides, the DRL involves improved reinforcement learning-based DBN for intrusion 

detection. Then, the DBN model has applied the determination of the existence of intrusions in UAV 

networks. At last, the BWO algorithm is employed to determine the optimal hyperparameter values involved 

in the presented model [11]. 

Instead of actual DDoS assault packets, utlize statistical traffic taken from an SNMP protocol 

monitoring IB is used. Its version of the support vector machine (SVM) algorithm was successful in detecting 

a real DDoS attack when tested with real DDoS attack traces, the solution proposed in [12]. A semi-

supervised, federated-learning-based intrusion detection system is provided in this work. This model was 

trained using both labeled and unlabeled data in a semi-supervised manner. A semi-supervised FL that 

combines client-side unsupervised learning with server-side supervised learning. The untrained and 

supervised models are then automatically combined to produce a unified learning and classification solution 

for IDS [13]. 

The approach proposed in this study combines supervised and unsupervised methods. Using 

multiple flow-based criteria, a clustering method first isolates the abnormal traffic from the usual data. A 

classification technique is then used to label the clusters using particular statistical parameters. The authors 

analyze the suggested strategy using a large data processing framework, training on the CICIDS2017 dataset 

and testing on a different set of assaults from the more recent CICDDoS2019 [14]. 

The work presents a clustering-based method for distinguishing data representing network traffic 

flows, including both conventional and DDoS activity. Two distinct clustering methods cluster the unlabeled 

data, and a vote procedure determines the final classification of traffic flows. After labeling, the trained 

models for future classification are obtained using supervised machine learning techniques such as k-nearest 

neighbors (kNN), SVM, and RF [15]. 

Barati et al. [16] propose a DDoS attack detection mixed machine learning algorithms. The 

Multilayer Perceptron technique was used to detect threats using tenfold validation. This method has a good 

detection of over 99% throughout the article, but it was only evaluated on a single data set, thus it should be 
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validated on a wider and more recent set of data sets. One of the flaws of DDoS attack systems based on ML 

techniques is the use of insufficient domain knowledge in conjunction with ML detection algorithms [17]. 

Importantly, ML algorithms have issues from the 'dimensional curse,' which means that as many of the not 

relevant features grow, the learned models fail to generalize effectively, implying that most ML techniques 

perform poorly with new types of DDoS. Using variance as a features identification method is used to extract 

characteristics associated with DDoS attacks [17]. 

 

 

3. ML ALGORITHMS 

ML is a popular and effective method for detecting DDoS attacks. It offers a number of popular 

ways for creating a model that is trained using data, and then the model may be used to identify an attack. 

This work employs five classifiers to perform the binary classification task. 

 

3.1.  REPT 

REP Tree is a rapid decision tree approach that is based on the C4.5 technique and can use either 

classification or regression trees (continuous result). The acquisition of information/variance is utilized to 

construct a regression/decision tree, which is then pruned using low error pruning (with back fitting). This 

approach has been used in the identification of anomalies in research such as [18]. 

 

3.2.  RT 

A dataset is divided into sub-spaces using RT, which then fits a constant to each sub-space. A single 

tree model has a high proclivity for instability and poor forecast accuracy. By bagging RT as a decision tree 

technique, however, it can produce extremely accurate results. RT features a significant degree of versatility 

as well as the capacity to train quickly [19]. This approach has been used in the identification of anomalies in 

research such as [18]. 

 

3.3.  DS 

DS is one-level decision tree-based machine learning paradigm [20]. That is, it is a decision tree 

with a single internal node (the root) that is connected to the terminal nodes instantaneously (its leaves). A 

decision stump makes a forecast based on just one input feature's value. 

 

3.4.  J48 or C4.5 

Classifier J48. C4 generates a decision tree and uses this technique to generate it (an extension of 

ID3). A statistical classifier is another name for it. It is quite useful for categorizing and continually 

examining data [21]. J48 algorithm has been used in identify of DDoS by [22]-[24]. 

 

3.5.  RF 

The RF classifier has great prediction performance for classification issues because it uses an 

ensemble of Decision Trees. The many decision trees assist in categorizing in such a way that each tree in the 

forest determines which class the new instance should be assigned to. The new class's classification will be 

determined by a majority vote. The precision of decision-making improves as the number of trees involved 

grows. The number of trees must be given before the classifier can be applied to the datasets [20]. 

 

 

4. DATSETS 

Test rules consisting of the victim and attacker networks were used to obtain CIC datasets [8]. B-

profiles that mimic ordinary user activity were used to generate regular (beneficial) traffic. M-profiles were 

used to produce malicious traffic using standard technologies such as brute-force file transfer protocol (FTP), 

botnets, secure shell (SSH), DoS, DDoS, heartbeats, hacking, and web attacks. A network traffic flow 

analyzer was used to extract dataset features from aggregated TCP and UDP network streams. The 

destination IP address, port, protocol type, stream duration, and maximum/minimum packet size are all 

included in each dataset. Table 1 show lists the attacks that were considered in the CIC datasets. This paper 

focuses on the CICIDS2017 dataset to build a fast and reliable model and it is validated via use the 

CICDDoS2019 dataset. 
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Table 1. Types of attacks in CIC datasets 
Dataset Attact No of data points 

 GoldenEdye 10,293 
CICIDS2017 Hulk 230,124 

July 05, 2017 SlowHTTPTest 5,499 

 Slowloris 5,796 
CSE-CIC-IDS2018 GoldenEye 41,508 

February 15, 2018 Slowloris 10,990 

 Domaun name system 5,071,011 
CICDDoS2019 Lightweight directory 2,179,930 

December 01, 2019 Accces protocol network time protocol 1,202,642 

 

 

5. DATA PRE-PROCESSING AND FEATURE SELECTION 

The CICIDS2017 dataset with all eighty-four features was downloaded. As the first phase in data 

cleaning, NaN values, and duplicate columns were removed. The standard scaling method was used. The 

univariate feature selection approach was used to determine the relevance of each feature. WEKA was used 

to implement information gain and select relevant features. To achieve more accurate results while utilizing 

WEKA, features were developed based on multiple trials. Based on the feature score, the features were 

chosen. Table 2 lists the features that have a score for them. Table 3 lists the feature groupings. 

 

 

Table 2. Ranks of features with previous work 
S. No Name of feature F. score Previous work 

1 SourcePort 0.396 [25] 

2 DestinationPort 0.776 [25]-[29] 

3 Protocol used 0.2 [30], [31] 

4 FlowBytes/s 0.309 [26], [29]-[30] 

5 FlowPackets/s 0.287 [26], [30] 

6 PacketLengthMean 0.568 [26], [28], [29] 

7 PacketLengthVariance 0.532 [26], [28], [29], [32], [33] 

8 AveragePacketSize 0.81 [25], [26], [28], [29], [33], [34] 

 

 

Table 3. Feature groups  
S. No Number of features group Features 

1 Feature group 1  Source port, destination port, protocol, flow bytes/s, flow packets/s, packet length mean, 
packet length variance, average packet size 

2 Feature group 2 Source and destination ports, protocol, flow bytes/s, flow packets/s, packet length mean, 

packet length variance 

3 Feature group 3 Destination port, protocol, flow bytes/s, packet length mean, packet length variance 

4 Feature group 4 Destination port, flow bytes/s, packet length mean, packet length variance 

 

 

6. DISCUSSION OF THE RESULTS 

The four major performance measures were used to evaluate the performance of classifiers and 

feature selection via information gain in WEKA (evaluate the worth of an attribute by evaluating the 

information obtained about the class). There are four of them: accuracy, recall, precision, and F1 scores. 

Accuracy represents the algorithm's accuracy in identifying attacks over both regular and attack traffic. 

Recall reflects the percentage of real assault traffic that is accurately detected. Precision refers to the 

detection of an assault over projected positive cases. The F1 score, which combines recall and accuracy, is 

also computed, and the metrics are defined according to (1)-(5):  

 

Accuracy 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (1) 

 

Recall 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (2) 

 

Precision 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

 

Precision 
Precision ∗ Recall

Precision ∗ Recall
 (4) 
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This work used three test modes: i) the first test-mode is split 50% train, remainder test; ii) the 

second test mode is divided into the 10.0% train and the 90% test; iii) the third test mode is split 8.0% train, 

remainder test. The remaining four evaluation criteria are used to calculate fit time, which shows the 

classifier's fitting time during the testing stage. The tables below show how well classifiers perform in terms 

of group concern. The performance of classifiers is shown in Table 4. (Feature group 1). In this experiment, 

the first test mode of split data was used. In this scenario, all eight attributes are considered while 

categorizing the items. When the data is analyzed, four classifiers, REPT, RT, RF, and DT-J48, are shown to 

have an accuracy of better than 99 percent. The DT-J48 classifier has a 99.9539 percent accuracy. The 

RFclassifier able know all fake packets with a 99.955 percent accuracy score, but it takes longer to test than 

DT. DS classifier has the lowest accuracy score of 97.7%, yet it is still respectable. 

Table 5 shows the classifier's performance with feature group 2. The first test mode of split data was 

employed in this experiment. The DT classifier obtains the greatest accuracy of 99.81% when using feature 

group 2 with 7 specified features. The RF, RT, and REPT classifiers all have the same accuracy score for 

feature groups 2 and 1. Except for one exception, reducing the number of features from eight to seven has no 

discernible effect on classifier performance. It's also worth noting that with feature group 2, the accuracy of 

the J48, RF, and REPT classifiers reduces marginally. 

 

 

Table 4. Performance of classifiers on feature group 1 with 8 selected features 
Algorithm Accuracy% Recall% Precision% F1 score% Fit time 

REP tree 99.9513 1.00 1.00 1.00 0.36 
Decision stump 81.5791 1.00 0.76 0.86 0.21 

Random tree 99.961 1.00 1.00 1.00 0.13 

Random forest 99.969 1.00 1.00 1.00 3.99 
J48 99.9566 1.00 1.00 1.00 0.13 

 

 

Table 5. Classifier performance on feature group 2 with 7 selected features 
Algorithm Accuracy% Recall% Precision% F1 score% Fit time 

REP tree 99.8219 0.999 0.998 0.998 0.11 

Decision stump 81.5791 1.00 0.76 0.86 0.08 

Random tree 99.7821 0.998 0.998 0.998 0.15 

Random forest 99.8379 0.999 0.998 0.999 2 
J48 99.81% 0.998 0.998 0.998 0.21 

 

 

Table 6 shows the performance of classifiers using feature groups 3 and 5 chosen features. A third test 

mode with split data was employed in this experiment. The classifiers REPT and J48 attain the greatest accuracy 

of 99.44% and 99.44%, respectively. About feature group 2, the accuracy of RF and RT classifiers falls.  

 

 

Table 6. Classifier performance on feature group 3 with 5 selected features 
Algorithm Accuracy% Recall% Precision% F1 score% Fit time 

REP tree 99.4467 0.998 0.992 0.995 0.26 

Decision stump 81.1982 1.000 0.858 0.751 0.51 

Random tree 99.2596 1.00 0.992 0.993 0.33 
Random forest 99.2855 0.994 0.993 0.994 2.58 

J48 99.4423 0.998 0.992 0.995 0.23 

 

 

Table 7 shows the performance of classifiers using feature groups 3 and 5 chosen features. In this 

case, the REPT and DT classifiers attain the maximum accuracy of 99.44% and 99.44%, respectively. About 

feature group 2, the accuracy of RF and RT classifiers falls. Classifier fitting time for the RF classifier is the 

longest for all three feature sets, followed by the REPT classifier.  

 

 

Table 7. Classifier performance on feature group 4 with 5 selected features 
Algorithm Accuracy% Recall% Precision% F1 score% Fit time 

REP tree 99.48 0.993 0.995 0.994 0.38 

Decision stump 81.6164 1.00 0.755 0.86 0.27 

Random tree 99.4631 0.996 0.995 0.995 0.67 
Random forest 99.467 0.996 0.995 0.995 2.78 

Decsion tree-J48 99.5127 0.999 0.993 0.996 0.23 
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For eight attributes, Figures 1–4 provides a comparison of classifier accuracy, precision, recall, and 

F1 measure. Figure 1 depicts the evaluation of classifiers for the eight-feature group 1. The RF classifier 

achieves the best accuracy of 99.995% for feature group 1 with all 8 features. With 8 features, the REPT, DT, 

and RT classifiers get the maximum accuracy. Algorithm accuracy on average (excluding DS) with feature 

groups 1, 2, 3, and 4 is 99.96%, 99.81%, 99.36%, and 99.48%, respectively. Feature group 1 with all eight 

features has the best overall classifier accuracy.  

Figure 2 depicts classifier recall for the three feature groupings. With eight feature groups, the recall 

of classifiers J48, DS, REPT, and RF remains the same. With four groups, the DS classifier obtains higher 

recall. Across eight feature groups, the recall of all classifiers is nearly constant. RT classifiers achieve the 

greatest recall for feature groups 1 and 3. Feature groups do not affect the DS classifier's recall. The average 

recall of algorithms with feature group 1, feature group 2, feature, and feature group 4 are 100%, 99.88%, 

99.70%, and 99.68%, respectively. Feature group 1 achieves the highest overall recall. 

 

 

 
 

Figure 1. Classifier's accuracy for eight feature groups 

 

 

  
 

Figure 2. Classifier recall for eight feature groups 
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In terms of accuracy, as shown in Figure 3, all classifiers except DS score 100 percent with feature 

group 1. Except for DS, all classifiers achieve higher precision with feature group 2. The majority of 

algorithms are capable of identifying DDoS assaults with great accuracy. Except for the DS, the average 

precision of algorithms with feature groups 1, 2, 3, and 4 is 100%, 99.80%, 99.2%, and 99.4%, respectively. 

Feature group 3 achieves the highest overall recall. 

Figure 4 depicts the F-measure scores of classifiers for the four feature groups. With feature  

group 1, RT, RF, and Decision Tree classifiers acquire a higher F measure. Feature groups have an impact on 

these algorithms. Average F-measure for all classifiers for feature group 1, feature group 2, feature group 3, 

and feature group 4 are 99.98%, 99.83%, 99.43%, and 99.50% respectively. Feature group 1 has the greatest 

overall classifier F-measure score.  

 

 

 
 

Figure 3. Precision of classifiers for three feature groups 

 

 

 
 

Figure 4. F-Measure for four different feature groups 
 

 

After examining the four performance measures obtained by the five classifiers for the four feature 

groups, it is discovered that feature group 1 with all features achieves the highest overall classifier 
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performance. According to the experimental results, the CICIDS2017 dataset characteristics chosen and 

employed in this work are capable of identifying DDoS assaults with an average accuracy of 99.65%, a recall 

rate of 99.82% on average, the average accuracy was 99.62%, while the average F1 score was 98.68%.  

Table 8 summarizes the best accuracy score for each feature group. The RF classifier achieved the maximum 

accuracy of 99.96% when all eight characteristics were used. 

 

 

Table 8. Best feature group accuracy score 

S. No 
Number of 

features group 
Features 

The best classifier based on 

the rate of accuracy 

1 Feature group 1  Source port, destination port, protocol, flow bytes/s, flow packets/s, 
packet length means, packet length variance, average packet size 

99.96% with RF classifier 

2 Feature group 2 Source and destination ports, protocol, flow bytes/s, flow packets/s, 

packet length mean, packet length variance 

99.94% with RF classifier 

3 Feature group 3 Destination port, protocol, flow bytes/s, packet length means, packet 

length variance 

99.44% with decision tree-

J48 and REPT classifiers 

4 Feature group 4 Destination port, flowbytes/s, packetlengthmean, packet length 

variance 

99.51% with decision tree-

J48 classifier 

 

 

While conducting the classification with six features, the J48 and REPT classifiers detected attacks 

with 99.44% and 99.45% accuracy, respectively. Using only four significant characteristics for classification, 

the J48 and REPT classifiers obtained 99.51% and 99.48% accuracy, respectively. With the four best-ranked 

characteristics – 'destination port, Flow Bytes/s, Packet Length Mean, Packet Length Variance', J48 is 

capable of identifying DDoS assaults - HTTP request flooding attacks, TCP SYN flooding attacks, UDP 

flooding attacks, and ICMP flooding attacks. These characteristics may be applied to the development of 

lightweight models, it is used in multi-stage classification systems for first-stage classification. Table 9 

highlights the accuracy of categorization acquired in previous experiments. 

 

 

Table 9. Previous work on classification is compared 
S. No Authors Dataset Accuracy of the classifier (%) No. Features 

1 Kurniabudi et al. [28], 2020 CICIDS2017 99.79 15 

96.47 4 

2 Kurniabudi et al. [26], 2021 CICIDS2017 99.79 22 

3 Çakmakçı et al. [34], 2020 CICIDS2017 99.55 10 

4 Swe et al. [32], 2021 CICIDS2017 99.50 unknown 

5 The current study CICIDS2017 99.51 4 

99.96 8 

 

 

In comparison to previous research, the suggested model using the top four features based on feature 

score derived by the InfoGainAttributeEval test was able to accurately detect DDoS attacks in real-time. 

Based on tests, the suggested J48 model takes short time to test and good perfom. As indicated in Table 9 for 

prior efforts, group 4 performed well with a tree size of 21 and 11 leaves, with an accuracy of 99.51%. 

 

 

7. EVALUATION THE PROPOSED CLASSIFIER ON CICDDOS2019 DATASET 

The validated models were not built with CICDDOS 2019, which is a current dataset, but it was 

used to confirm that the conclusion was correct. SYN and UDP assaults have both reached great accuracy, 

with 99.9914% and 99.7334%, respectively. When four features were employed to validate the efficacy of 

the suggested J48 model framework on the CICDDOS2019 with SYN attaches, the test time was  

1.74 seconds, but the test time for model: was 0.53 seconds with UDP attack. 

 

 

8. CONCLUSION 

Using two CIC datasets, we compared the performance of five supervised ML methods. In this work 

used four metrics as a fellow (accuracy, F-score, precision, and recall) were employed as performance 

measurements. The number of mapped features, groups of mapped features, and enhancement nodes affected 

testing time for five algorithm models, whereas the number of estimators, learning rate, maximum depth, and 

a number of leaves in the J48 affected testing time. The accuracy of REPT, RT, RF, and J48 was good. For 

fast and accurate detection models, the smallest testing time was essential. The results illustrated the 
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advantages of the J48 algorithm as the best choice when real-time detecting DoS and DDoS attacks. The 

proposed classifier was also tested on the CICDDoS2019 dataset, which showed a short test time and good accuracy for 

both UDP and SYN attacks. So, the proposed model is lightweight and useful for real-time implementation. 
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