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 Corona virus disease-19 (COVID-19) is growing rapidly because it is an 

infectious disease. This disease is caused by a virus belonging to the type of 

DNA virus with very diverse genetics. This study proposes a feature 

extraction method using k-mer to obtain nucleotide frequencies in protein 

coding. In profiling viral DNA sequences, this study proposes to obtain 

similarity by country using hierarchical k-means, where the results are 

averaged by the hierarchical clustering method and then find the initial cluster 

center. The experimental results show that the silhouette, purity, and entropy 

are 0.867, 0.208, and 0.892, respectively. Then, we apply the Gini index 

feature selection to find the important components as characteristics in each 

country. The selected components are implemented using the ensemble 

method, Random Forest, to evaluate their performance. The experimental 

results showed high performance, including sensitivity, accuracy, specificity, 

and area under the curve (AUC). 
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1. INTRODUCTION 

Coronavirus disease-19 (COVID-19) is caused by SARS Cov-2 virus infection. It spreads quickly 

around the world. First discovered in Wuhan, China, this virus is a sense-RNA-positive virus [1]. The virus infects 

the human body presumably by binding to the protein Angiotensin-converting accelerator a pair of (ACE2) [2] 

found within the lower tract. After entering the cell, this virus hijacks the cell system to multiply, eventually 

destroying the host cell and infecting other surrounding cells. This adversely affects lung function and even leads 

to acute respiratory distress syndrome (ARDS), leading to death [3]. 

Various research institutions and health institutions have made many efforts to get the right vaccine to 

overcome the virus mutation after infecting the human body. The application of information technology (IT) in 

molecular biology, known as bioinformatics, is proliferating. The main goal of bioinformatics is to improve our 

understanding of biological processes [4]. One of them is to analyze the development of the virus through the 

characteristics of its DNA sequence. The high rate of mutations affected many variations of DNA sequences and 

encouraged many researchers to investigate using a computational approach. Kandpal and Davuluri [4] identified 

SARS CoV-2 missense mutations in specific regions using the Random Forest (RF) and feature selection 

methods. In their research, DNA sequences were taken at specific mutation sites in building a classifier model for 

identification. In this study, we used a whole-genome DNA sequence for profiling SARS Cov-2 using machine 

learning methods to identify the demographic origin. This paper is presented in four sections. The first section 

describes the background of the research. As for the second topic, it discusses the research method, then presents 

and discusses the results. The final section is the conclusion. 

https://creativecommons.org/licenses/by-sa/4.0/
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2. METHOD AND MATERIAL 

In general, the stages of our research include crawling DNA sequences data, extracting features to 

compose the protein-coding, and profiling the sequence using machine learning algorithms. The feature extraction 

is a transformation by quantifying the certain patterns in the sequences. Then, profiling the sequence is proposed 

using clustering, feature selection, and classification method. The details are illustrated in Figure 1. 
 

 

SARS Cov2 DNA Sequence 

Clustering

Feature Selection

Classification

Crawling data of DNA 
sequences  based on  

their countries

Feature extraction through 
windowing sub-sequence 

of DNA transformation

Profiling SARS Cov2 DNA 
Sequence 

 
 

Figure 1. General block diagram of profiling SARS CoV-2 DNA sequence 

 

 

2.1.  Servere acute respiratory syndrome coronavirus (SARS CoV-2) 

SARS Coronavirus (SARS CoV-2) is a type of coronavirus and has a sense-RNA-positive virus [5]. 

α- and β-CoV can infect mammals, meanwhile γ and δ-CoV tend to infect birds. Previously, six coronaviruses 

have been identified as human susceptible viruses, including α-CoVs HCoV-229E and HCoVv-NL63, and low 

pathogenic β-CoVs HCoV-HKU1 and HCoV-OC43, which cause a fever similar to ordinary fever. Of mild 

respiratory symptoms. There are two other known β-CoV that cause severe and potentially fatal respiratory 

tract infections [6], SARS-CoV and MERS-CoV. The SARS-CoV-2 genome was 96.2% identical to the 

genome of the bat CoV RaTG13. 

Based on the results of the sequencing of the bats' genome and evolutionary analysis, the initial hosts 

of the virus have been suspected as the bats, and it is possible that the virus was transmitted from bats to humans 

through an unknown intermediate host. The evolutionary development of SARS-CoV-2 appears to be very fast, 

following the host according to the region of the country. Data from Nextstrain containing simulations of the 

virus sequence from various countries shows a mutation rate of 23,697 subs per year as shown in Figure 2. 

These changes allow the variation of the target gene to change [7]. 
 

 

 
 

Figure 2. The evolutionary pattern of SARS-CoV-2 that follows the location or race of the host 
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2.2.  Feature extraction of SARS-CoV-2 DNA sequence 

In protein coding, codons are composed of three DNA nucleotides from four nucleotides, including 

Adenine (A), Cytosine (C), Guanine (G) and Thymine (T) or RNA in one sequence to form 20 kinds of amino 

acids. These 20 amino acids are found in protein and some other foods. They are compounds that contain an 

amine and a carboxyl functional group. This data set contains amino acid sequences that can be translated into 

proteins. The protein coding reference standard genetic code is a set of three letters that tells which instructions 

the protein will be coded as shown in Table 1. This data set contains sequences of amino acids that can be 

translated into proteins. The letters of the genetic code represent different amino acids. 

 

 

Table 1. Standard genetic code 

1st Nucleotide 
2nd Nucleotide 

3rd Nucleotide 
T C A G 

T Phe/F Ser/S Tyr/Y Cys/C T 
 C 

Leu/L Stop Stop A 

Stop Trp/W G 
C Pro/P His/H Arg/R T 

C 

Gln/Q A 
G 

A Ile/I Thr/T Asn/N Ser/S T 
C 

Lys/K Arg/R A 

Met/M G 
G Val/V Ala/A Asp/D Gly/G T 

C 

Glu/E A 
G 

 

 

In this study, the virus DNA sequences were extracted to protein coding construction using sliding 

window in three of four nucleotides from the sequences. The extraction describes a set of analytical techniques 

to process metagenome of sequence data. The raw sequence information is transformed into reusable data 

structures using feature selection techniques and machine learning algorithms. The analysis and transformation 

from raw sequences into reusable structures is performed using k-length DNA substrings, known as the k-mer 

method. This study is applied the algorithm with k=3 (three-dimensional) to represent a codon in a protein 

coding construct. This is based on previous research conducted by Cho et al. [8] that sequences can be used as 

a rapid genomic screening to find out the evolution of protein variants. Furthermore, the number of k=3 refers 

to the table of genetic code as in Table 1 [9]. 

 

2.3.  Machine learning method 

In principle, machine learning methods are divided into two, namely supervised learning and 

unsupervised learning. Most machine learning methods use supervised learning, which has an input variable 

(X) and an output variable (Y), and an algorithm to train the matching function from input to output, Y=f (X). 

The goal is to have a good estimate of the mapping function when given input data (X) can predict the output 

variable (Y) for that data. As an example, Figure 3 shows the difference between a machine learning algorithm 

and traditional programming. 

 

 

 
 

Figure 3. Ilustration of machine learning algorithm 
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Two kinds of machine learning method including unsupervised learning algorithm and supervised 

learning algorithm. In the unsupervised learning method, it only has input data (X) and no output. The purpose 

of the unsupervised learning method is to model the underlying structure or distribution in the data for further 

study. Several algorithms of unsupervised learning method are clustering, association rule, and sequential 

pattern mining. Another hand, supervised learning methods are need the training data for labeling such as: 

classification and regression methods This study is applied both kinds of methods such us clustering and 

classification algorithm. 

 

2.3.1. Clustering algorithm 

Clustering is a way to group objects based on their characteristics. K-Means is an unsupervised 

machine learning method for clustering with high computing speed and good accuracy [10]. However, this 

method is depend on the initial centroid [11]–[13]. It was created for the purpose of automatically identifying 

wrist fractures and it was 80% accurate [14]. To improve performance, there are various ways to find the best 

initial centroid, including using hierarchical cluster method. The hierarchical method is a bottom-up clustering 

method with initial stage, each object represents a cluster of other objects [15]. The cluster tree is constructed 

based on objects with or without relationships. The end result is a collection of all objects, called as a root. 

However, this algorithm required high computational time to complete hierarchy of cluster. 

Hierarchical k-means is a hybrid clustering method of hierarchical and k-means to overcome their 

limitations [16]. This method is like K-Means with a defined initial centroid [17], [18]. Therefore, this study 

aims to profile Sars CoV-2 DNA sequences in various ASEAN countries using the Hierarchical k-means 

algorithm based on the similarity of the country of origin. 

 

2.3.2. Classification algorithm 

Classification is a supervised method of using training data to build a classifier model. Usually used 

for prediction, detection, and classification or recommendation purposes. Several supervised learning 

algorithms were used for representative classification methods including decision tree, naive Bayes [19], [20] 

and SVM [21] as well as ensemble method (RF) [22]. In this study, we used RF to classify SARS-Cov-2 DNA 

sequences by country. 

RF algorithm is an algorithm that is suitable for classifying large data without pruning variables in the 

decision tree. The formation of the RF tree is built by conducting training sample data. The selected variables 

are taken to be separated randomly. Classification is run after all trees are formed and is taken based on the 

most votes from each tree. This method is an enhanced CART algorithm by applying the bootstrap aggregation 

method and random feature selection. Predictions are made by averaging the predictions of all individual 

models. Each tree is constructed based on several N samples from the original data in turn. For various input 

variables (M), where m has a much smaller number than N, and the variable m is chosen independently of M. 

Therefore, the best split in m is used for simplification of nodes, no pruning is performed [23]. 

 

2.3.3. Gini index feature selection 

In RF method, the construction of decision tree required candidate nodes selection based on the Gini 

index measurement. It means that the node is considered as the important information to compose in the tree. In 

this study, we proposed to apply this measure value to select the potential features. The Gini index is calculated 

by subtracting the sum of the squared probabilities of each organism's class. The Gini value of the segmented data 

is greater than the value of information acquisition. The attribute for the smallest Gini values is proposed to be a 

candidate node in the construction of the RF decision tree. It indicated that it is an important feature in building a 

decision tree. The important value is calculated using a Gini index measurement as given in (1). 

 

𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 = 1 − ∑(𝑃(𝑥 = 𝑘))2  (1) 

 

Where, P(x=k) is probability of each class (k) from dataset (x) 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Data sets 

The data used in this study were taken from the official GISAID website with the URL address: 

https://www.gisaid.org/. The acquisition of whole-genome data on DNA sequences of the SARS Cov2 virus 

was carried out by selecting several countries in ASEAN, including Indonesia, Malaysia, Singapore, the 

Philippines, and Myanmar using control China (Wuhan) as the first spreader of the virus. pandemic. On January 

10, 2020, the first viral genome and related data were shared publicly on the GISAID website. As a pandemic 

progresses, scientists worldwide are investigating viruses and their genome sequences to ensure optimal viral 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Profiling DNA sequence of SARS-Cov-2 virus using machine learning algorithm (Lailil Muflikhah) 

1041 

diagnostic tests, track ongoing outbreaks, and identify potential intervention options. The sequence data is in 

fasta file format and consists of distributed DNA sequences from five countries in ASEAN with Wuhan DNA 

sequences as a control. As an illustration, the DNA sequence of SARS-Cov2 is shown in Figure 4 and  

Table 2. After the DNA sequences applied, the feature extraction using k-mer, there are 64 various motives. 

We got the frequency in each motiv of the whole virus DNA sequences. 

 

 

 
 

Figure 4. DNA sequence of SARS CoV-2 

 

 

Table 2. The total DNA sequence in each country 
Country The number of DNA sequences 

Indonesia 13 
Malaysia 21 

Vietnam 23 

Thailand 28 
Myanmar 1 

Control (Wuhan) 2 

 

 

3.2.  Experimental result 

After obtaining the feature extraction as a predictor, we applied a clustering algorithm to determine the 

similarity of DNA sequences in protein-coding characteristics. The method constructed a link in a high 

similarity of characters to make a join. The result shows that Indonesia and Vietnam have high similarities of 

sequence to Wuhan (as control), as described in Figure 5. To know the performance result, we use three 

evaluation measurements, such as silhouette width, purity, and entropy. Silhouette width (Si) analysis is a 

measure of the average distance between clusters as illustrated in Figure 6 to be defined formulation (2). The 

range is -1 and 1 (-1 ≤ s (i) ≤ 1). This cluster is well-clustered if the value is close to 1. In contrast, if the value 

is close to -1, then it is placed in the wrong cluster [24]. 
 

 

 
 

Figure 5. Clustering result using hierarchical k-Means algorithm 
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Figure 6. Ilustration of silhouette clustering measurement 
 
 

𝑠(𝑖) =  
𝑏(𝑖)−𝑎(𝑖)

max {𝑎(𝑖),𝑏(𝑖)}
  (2) 

 

Remarks: 

s(i)=silholuette with between clusters  

a(i)=average dissimilarity of i to all other objects of A 

b(i)=minimum cluster distance in neighbor of object i 
 

Then, purity and entropy values are evaluation measurements to determine the ability of clustering 

techniques to recover the appropriate class. Suppose the clustering technique produces k clusters, while given 

l categories. The purity of clustering for known categories in n dataset is given by (3) [25]. 
 

𝑃𝑢𝑟𝑖𝑡𝑦 =
1

𝑛
∑ max

1≤𝑗≤1
𝑛𝑞

𝑗𝑘
𝑞=1   (3) 

 

The purity of the object dataset is defined as the number of object data in the group that belongs to a 

certain class. This number ranges from 0 to 1. The more efficient the clustering process, the purer the result. 

Another evaluation is the entropy for grouping by category as in the formulation given in (4) [25]. 
 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −
1

𝑛 log2 𝑙
∑ ∑ 𝑛𝑞

𝑗𝑙
𝑗=1 log2

𝑛𝑞
𝑗

𝑛𝑞

𝑘
𝑞=1   (4) 

 

The amount of object data in cluster q is the amount of object data in cluster q multiplied by the 

number of objects in cluster q. The number of object data in cluster 1 is the number of object data in cluster 1 

multiplied by the number of objects in cluster 1. The purity and entropy are measurements that help you know 

how the cluster method recovers known classes, even if the number of clusters is different from the number of 

known classes. [24]. Based on the experiment result, the purity, entropy, and silhouette value are achieved of 

0.867, 0.208, and 0.892 in respectively. On the other hand, we applied a feature selection method based on the 

Gini index value to obtain significant or potential protein coding as a predictor of DNA sequences from a 

particular country. The descending order of the Gini index values results in the top ten characteristics based on 

the Gini index as a measure of significant value as shown in Figure 7 and Table 3. 
 

 

 
 

Figure 7. The importance values of extracted features (codon) 
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Table 3. The ten highest important values of the extracted features 
Codon Amino acid Important value 

AAA Lys (K) 80.45 
GAC Asp (D) 23.05 

ATG Met (M) 10.90 

CGA Arg (R) 9.20 
AGT Ser (S) 5.28 

TGG Trp (W) 4.65 

CAA Gln (Q) 4.16 
GCG Ala (A) 4.96 

GTT Val (V) 4.04 

ATT Ile (I) 3.72 
TGG Trp (W) 4.65 

 

 

As an example, we will figure out the correlation of the selected features to the target class (dy). These 

correlations are displayed in a range of colors. The intensity of the color and the size of the circle are inversely 

proportional to the correlation coefficients. In the right side of the correlogram, the legend color shows the 

correlation coefficients and the corresponding colors. The features selected have a significant relationship with 

one another as shown in Figure 8(a). Then the selected features are constructed a classifier model of decision-

tree in RF as shown in Figure 8(b). The nodes are representative of the decision class target with a p-value of 

less than 0.001. 

 

 

 
(a) 

 
 

(b) 

 

Figure 8. Correlation (a) and tree construction (b) of the selected features 

 

 

3.3.  K-fold cross-validation 

One of the evaluation methods in data composition requires k-fold cross-validation. This is intended 

to avoid data limitations and data imbalances in each class. Test data is used as m-fold and training data is used 

as k-fold. In this study, the number of folds will be divided into two, one as training data and one as test data. 

The data is divided by k parts, and then the data is repeated, for k iterations, in different folds [26]. 

 

3.4.  Performance result evaluation 

The proposed method for feature selection is evaluated by applying a classification algorithm, as a 

method for identifying the features associated with the target. By using a confusion matrix, the data test gets 

the correct value for the actual data. In this matrix, true positive (TP) is the only unit that is correctly classified 

for our class, while false positive (FP) and false negative (FN) are items that are misclassified in the column 

and row of the class, respectively. Negative true (TN) all other tiles, as shown in the confusion matrix[27]. 

The top ten codons extracted from the genome sequence are evaluated using a confusion matrix. The 

results of the performance of RF showed that the accuracy, sensitivity, specificity, and area under the curve 

(AUC) were high, very close to 1 as shown in Figure 9. Furthermore, in the RF classifier method, many trees 

were constructed. The total trees of a recursive filter have an influence an error rate as illustrated in Figure 10. 

In this study, we applied 30 trees in the R-squared algorithm. 
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.  
 

Figure 9. Confusion matrix of the result using (a) RF algorithm and (b) the AUC  
 

 

 
 

Figure 10. Error rate of number of trees in RF 
 

 

Finally, the selected features include ten (10FS), five (5FS), and three (3FS) to deploy using a 

representative machine learning algorithm, such as a RF, supporting vector machines with a radial basis 

function kernel (SVM RBF). the K-nearest neighbor (KNN) method, and the C5.0 decision tree. Performance 

results such as accuracy, sensitivity, and specificity are shown in Table 4. The RF algorithm is more dominant 

than other algorithms, including the AUC performance value as shown in Table 5. 
 

 

Table 4. Comparison of performance result for the representative machine learning algorithms 

Algorithm 
Accuracy Sensitivity Specificity 

NonFS 10FS 5FS 3FS NonFS 10FS 5FS 3FS NonFS 10FS 5FS 3FS 

KNN 0.811 0.833 0.789 0.867 0.686 0.874 0.662 0.87 0.958 0.963 0.953 0.971 
SVM 1 0956 0.856 0.744 1 0.897 0.828 0.748 1 0.989 0.966 0.94 

C5.0 0.944 0.778 0.822 0.689 0.951 0.535 0.613 0.533 0.988 0.95 0.96 0.927 

RF 1 0.989 0.922 0.789 1 0.993 0.868 0.784 1 0.998 0.982 0.951 

 

 

Table 5. Comparison of area under the curve (AUC) for the representative machine learning algorithms 

Algorithm 
AUC 

NonFS 10 Features  5 Features 3 Features 

KNN 0.82 0.92 0.81 0.92 
SVM 1 0.94 0.90 0.84 

C5.0 0.97 0.74 0.80 0.73 

RF 1 1.00 0.93 0.87 
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4. CONCLUSION 

Research related to DNA sequence profiling of the SARS Cov2 virus has been carried out regionally 

in several ASEAN countries. Profiling was done by clustering after DNA sequence alignment and feature 

extraction with three grams of four basal codons used as protein-forming codons. The silhouette, entropy, and 

purity values achieved are close to one, with the number of clusters of 6 countries as the total countries in this 

study. Then based on the information gain value, 10 features (codons) were selected as predictors in classifying 

DNA sequences with six countries in ASEAN. Experimental results achieved high performance using RF 

including accuracy, sensitivity, and specificity. Furthermore, the AUC also reaches 1. It means that the 

classifier model is perfect. 
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