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 The stock price varies depending on time, so stock market data is time-series 

data. The prediction of the trend of a stock price is a more interesting topic for 

investors to take an investment decision in a specific stock. Prediction of stock 

price always depends on machine learning algorithms. In this work, 

optimizing deep neural network (DNN) is used for predicting if the close price 

is reached to the profit which is determined by the investor or not and improve 

the prediction accuracy. Particle swarm optimization (PSO) and auto machine 

learning (AutoML) are used as optimizers with DNNs. The methods are 

applied to data of nine companies in Indonesia and National Stock Exchange 

(NSE) of India. The data is got from yahoo finance. Based on the experimental 

results, AutoML of deep learning proved to have the best accuracy rate, which 

is varying from 81 percent to 92 percent across all companies, and the 

accuracy after optimizing DNNs using PSO is varying from 73 percent to 82 

percent across all companies. 
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1. INTRODUCTION 

The stock market is an important component of the economy of any country. This represents one of 

the most significant investment opportunities. This is a great time for investors to buy shares and earn more 

profits. Investors need to predict the trend of stock price to decide to buy or sell stocks [1]. As the investment 

in the stock exchange has a risk, the researchers try to find a model to reduce the time and the cost of predicting 

the trend of the price. The traditional methods to make this prediction consume a long time and resources so 

automated ways using data mining algorithms are applied. To make a profit, investors must buy the shares that 

are expected to increase in price in the near future and sell the shares that are expected to decrease in price. 

Predicting the trend of a stock price is extremely difficult to challenge as the stock data contains incomplete, 

fuzzy, complex information, and a huge amount of data has to be processed in a relatively short time. If the 

approach used to predict the trend has high accuracy, the investors can realize significant profit [2], [3]. Before 

machine learning, researchers used various statistical and econometric models to build a model in researches. 

A conventional statistical model cannot be used to predict and analyze nonlinear data, so we need to change 

the nonlinear to linear models [4]. Nowadays, predicting the direction of a stock price is one of the machine 

learning applications. Many machine learning algorithms such as support vector machine (SVM), decision tree, 

deep neural network (DNN), and others have been already used to predict the trend of stock prices [5]. 

Neural networks (NNs) have a high capacity to analyze noisy data and have been extensively used to 

predict time series. Deep learning (DL) was applied to NNs to construct DNNs with multiple hidden layers to 

generate the nonlinear relationships from nonlinear data by using the nonlinear activation function. DNN was 
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used to solve nonlinear problems more satisfactorily than other machine learning algorithms [6], [7]. The 

algorithms are trained on historical stock data to predict the direction of the stock price shortly. 

In this paper, the main aim is to predict if the close price reached to profit determined by investors or 

not based on historical price (e.g., open and volume) using a DNN. Particle swarm optimization (PSO) and 

AutoKeras are used separately to optimize DNN performance. Figure 1 illustrates the objective of the paper. 

Figure 1 refers to information which determines the trend of close price for each day after the investor read this 

information (the output is 0 this mean that the close price does not increase than the open price of the day with 

specific profit which is determined by the investor, and 1 if the close price is increased. Based on this, the 

investors take the action to buy stocks, hold trading or sell stocks. 

 

 

 
 

Figure 1. The target of the paper 

 

 

In this field of the stock exchange, some research articles have been developed during the past years 

in terms of price prediction of stock as it is an important application for investors to utilize investing their 

money. Recently, Yu and Yan [8] proposed financial product price data were treated as a one-dimensional 

series generated by projecting a chaotic system consisting of multiple factors in the time dimension, and the 

price series were reconstructed using the time series phase-space reconstruction (PSR) method. A prediction 

model based on DNN was developed using PSR and long-and short-term memory networks (LSTMs) for DL. 

Cagliero et al. [9] used methods to combine faceted classification models for supporting stock trading. 

In order to achieve this, separate classification models were created on each subgroup of features belonging to 

the same facet. The authors produced trading signals tailored to a specific facet. Then, signals were combined 

and filtered to generate a unified, multi-faceted recommendation. The experimental validation, carried out on 

different markets and in different conditions, shows that, in many cases, some of the faceted templates work 

as well or better than the templates formed on a mixture of different features. A set of faceted recommendations 

makes the generated trading signals more profitable but robust to drawdown periods. 

The study by Khan el al. [10] was performed on social media and financial news data. algorithms were 

used to check the impact of this data on the accuracy of predictions of stock market for ten days. To improve 

the performance of predictions, feature selection and spam tweet reduction were performed on the data sets. 

Moreover, experiments were conducted to find such stock markets that are difficult to predict and those that 

were more impacted by social media and financial news by comparing the results of different algorithms to 

find a consistent classifier. DL was used, and some classifiers were grouped to achieve maximum prediction 

accuracy. The results showed that the highest predictive accuracy of 80.53% and 75.16% is obtained through 

social media and financial news, respectively. The New York and Red Hat stock markets were difficult to 

forecast and IBM stocks were more influenced by social media, while London and Microsoft stocks were more 

influenced by financial news. The random forest classifier was considered coherent and the highest precision 

of 83.22% was achieved by its whole. 

The ensemble method is to build predictive models by combining the strengths of the classical 

classification method [11]. In this research, the purpose of ensemble based on Boosting for Regression 

appeared to enhance simple tree analysis and deals with some of the weaknesses found in uncomplicated 

techniques. The ensemble tree combines the prediction values of many simples trees into a single prediction 

value. Based on the experiments that have been carried out, the ensemble method proved to have a better 

accuracy rate, which amounted to 82%. The model has been assumed by the ensemble model that can get the 

relationship between variables to be more precise than the previous model. 
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2. METHOD 

Two models based on optimization of a neural network are proposed to predict if the close price of 

the day is greater than the open price with specific profit determined by the investor (class with value 1) or not 

(class with value 0). The models are applied on historical data of stock prices for nine of Indonesia’s companies 

for five years from 2015 to 2020. The steps are shown in Figure 2. 

 

 

 
 

Figure 2. The steps are done in the paper 

 

 

2.1.  Dataset description 

The dataset contains four features, which are open, volume, min, and max. Where open indicates the 

open price of the trading day, volume indicates the volume of trading in the day, min indicates the minimum 

price of the trading day, and max indicates the maximum price of the trading day. The input values are 

continuous data. Figure 3 represents a sample of historical price data in 2020 for JKSE company. 

 

 

 
 

Figure 3. Sample of JKSE data 

 

 

The price of stocks is a time-series data, Figure 4 represents JKSE’s close price from 2015 to 2019. 

The results are reported for nine companies related to the Indonesia stock exchange and the national stock 

exchange in India. The historical data has been collected from yahoo finance [12]. Indonesia companies were 

chosen to prove that the accuracy is optimized using AutoML for DL by comparing the accuracy with previous 

research that was applied to the same data. The dataset for Indonesia’s companies includes five-year data from 

1/2015 to 12/2019 of PT Kimia Farma Tbk (PKF), PT Bank Negara Indonesia Tbk (PBNI), PT Perusahaan 

Perkebunan London Sumatra Indonesia Tbk (PPPLSI), PT Unilever Indonesia Tbk (PUI), PT Astra 

International Tbk (PAI), PT Indofarma Tbk (PI), PT Hanjaya Mandala Sampoerna Tbk (PHMS), and PT 

Telkom (PT). 

 

 

 
 

Figure 4. The JKSE price for 1200 days since 2015 
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2.2.  Data pre-processing 

There are two steps for making pre-processing. These steps are cleaning the dataset from missing 

values and the second is calculating a new feature. The first step is to clean up the data, if any price is missing, 

the record of this trading day will remove. The next step calculates the touch profit feature by using open and 

close prices for each day with (1): 

 

Calculated price=open price+(open price×profit) (1) 

 

Where (1) calculates the price which the investor needs to reach it using the determined profit (it is determined 

by the investor). 

The profit percentage is specified from the opening price before applying the model. If the calculated 

price is equal to or greater than the close price for the day, this means that the profit is touched, and the touch 

profit value will be one. If not, the touch profit value will be zero. Figure 5 represents a sample of historical 

price data in 2020 and the calculated column (touch_tp) which represents if this trading day reached the profit 

which the investor needs to be achieved or not reach. In other words, Figure 3 is converted to Figure 5.  

Figure 6 presents the flowchart for data pre-processing. 

 

 

 
 

Figure 5. Sample of JKSE data after pre-processing 

 

 

 
 

Figure 6. Flowchart for data pre-processing 
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2.3.  Deep neural network 

NNs are algorithms that compute the y-out from the x-input. they can be applied in images, videos 

and texts. In mathematics, such an algorithm defines a function f (i.e., y=f(x)). The computer used to calculate 

this function contains several stages, and each stage performs calculations like additions, multiplications, and 

a maximum. In comparison, the programs found in the operating system are more complex. The algorithm of 

the neural network depends on parameters, which are the weights of the neurons. These weights must be 

modified using mathematical and algorithmic methods so that the algorithm can best solve the requested task 

before using a neural network. This process is called “training” a neural network that requires a lot of time, 

calculations, and energy. It is therefore necessary to manipulate key concepts in computer science (iterative 

methods calculating temporal memory space effective implementation, and mathematics (linear algebra, 

optimization, and statistics) [13]. 

Assuming we have only two layers of neurons (the first layer between x and u, the second between u 

and y) as x refers to input, y refers to output, u refers to the hidden layer, but most efficient networks can have 

several hidden layers, we say that they are deeper. For example, assume we have three inputs x1, x2, x3, but 

there can be more) and one hidden layer (neuron) u1. The formula calculated by the neuron is  

u1=max (w1×x1+w2×x2+w3×x3+b, 0). The neuron thus performs a weighted sum of the three inputs, with three 

weights w1, w2, w3, and adding b, which is a bias. Then the neuron calculates the maximum between this sum 

and zero. The maximum function is the most popular but other functions can be applied. It is a thresholding 

operation. If the weighted sum w1x1+w2x2+w3x3+b is smaller than 0, then the neuron returns the value u1=0, 

otherwise it returns the value of this sum and places it in u1 [14]. 

Neural network (NN) is most appropriate for stock price prediction [15], so in this section DNN, 

AutoKeras, and PSO are illustrated as a general before explaining the proposed method. NNs are an important 

area of the machine learning field and they are a type of data-driven algorithm. They are adaptive, have a 

relatively strong capacity to approximate nonlinear functions. NNs are the precursor of DNNs [8]. DNN is a 

neural network that has at least one hidden layer. It is more suitable for providing models for complicated 

nonlinear functions and has a high-level abstraction ability, which means that the power of the provided model 

is significantly improved. Meanwhile, it is a kind of discriminant model which could be trained through the 

backpropagation algorithm. Since the DNN is more appropriate for prediction problems with large data sets 

and complicated nonlinear mapping relations, so it can be used in stock trend prediction [16]. 

 

2.4.  Proposed methods 

In this paper two techniques related to the neural network are applied, the first technique is AutoKeras, 

and the second technique is optimizing the network’s biases and weights using PSO. 

 

2.4.1. Auto machine learning 

AutoML is a technique that automatically detects the most powerful model for a particular dataset. 

Applying this technique to NNs contains discovering the model architecture and the hyperparameters used to 

train the model. It is based on a neural architecture search algorithm (NAS). This technique provides the best 

combination of data preparation and hyperparameter models for a predictive modeling problem. This technique 

has more trials specified in the model to search and select the best architecture and parameters of neural network 

which achieved the best accuracy [17], [18]. Figure 7 summarizes the NAS algorithm. 

 

 

 
 

Figure 7. Dimensions of neural architecture search (NAS)  

 

 

AutoKeras is an open-source library to perform AutoML for DL models using Kera’s application 

programming interface (API) (released in 2019) in Python. The search is performed with so-called Keras 

models through the TensorFlow tf.keras API. It provides an effective and easy technique for finding top-

performing models automatically for a wide range of predictive modeling tasks, comprising tabular or 

supposedly structured classification and regression datasets [19]. These are the steps of our model: 

Step 1: collecting datasets. 

Step 2: calculate the take profit value. 
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Step 3: pre-processing data by handling the missing values in the dataset. 

Step 4: splitting dataset to input and output elements. Then splitting the data into training and testing data, and 

make sure that the training dataset is large than the test set as shown in the Table 1. 

Step 5: applying AutoKeras technique using number of trials twenty to search for the NN model with 

architecture has the best accuracy for each data (noted that the architecture of neural network varies from data 

of the company to another) 

Step 6: analyzing the results of the ensemble model performance in terms of its accuracy (running the program 

for ten times and calculate the mean of accuracies). 
 

 

Table 1. Statistics of the Indonesia’s stock dataset 
 Dataset Training data Testing data 

Time interval 01/01/2015-31/12/2019 01/01/2015-31/12/2018 01/01/2019-31/12/2019 

 

 

2.4.2. Optimizing network’s biases and weights using PSO 

PSO depends on the intelligence of the swarm. It is considered one of the evolutionary computational 

algorithms [20]. PSO is an optimization technique based on population, inspired by the motion of bird flocks 

and schooling fish. It is similar to evolutionary computation techniques. The system is initialized with a 

population of random solutions and then updates generations to find the optimal solution [21]. There are no 

evolution operators in PSO, such as crossover and mutation in a genetic algorithm. In PSO the possible 

solutions are called particles move into the problem area following the current optimal particles. PSO is 

considered more efficient based on speed and memory requirements [22]. In standard PSO which is presented 

in Figure 8, the new location of each particle is determined by a velocity term, which reflects the attraction of 

global best (gb) and its own best (ob) during the history of the particle and random coefficients [23]. 
 

 

 
 

Figure 8. Standard PSO 

 

 

In this technique, a neural network is optimized by optimizing the network’s weights and biases. These 

are the steps of our model: 

Step 1: load the data. 

Step 2: build neural network as: i) input layer contains four inputs (open price, high price, low price, volume; 

ii) hidden layer with size 20 using activation function tanh; iii) output layer with size 2 (zero, one). 

Step 3: create a method to do forward propagation for one particle by create a swarm with several dimensions 

equal to the weights and biases and scroll these parameters into an n-dimensional array, and have each particle 

take on different values, so each particle represents a candidate neural network with its weights and bias. When 

feeding back to the network, the learned weights and biases are reconstructed. Then, recall the shape and bias 

matrices: i) shape of input-to-hidden weight matrix: (4, 20) as a number of input layers is 4 and number of 

hidden layers is 20; ii) shape of input-to-hidden bias array: (20,); iii) shape of hidden-to-output weight matrix: 

(20, 2) as a number of output layers is 2 and number of hidden layers is 20; iv) shape of hidden-to-output bias 

array: (2,). So, we have (4x20)+(20x2)+20+2=142 parameters, or 142 dimensions for each particle in the 

swarm. We did not perform backpropagation because PSO does not rely on the gradients. 

Step 4: create an objective function to compute forward propagation for the whole swarm. 

Step 5: performing PSO on the custom function: i) initialize swarm; ii) call instance of PSO by sending the 

number of particles (assumed: 100), dimensions (number of parameters calculated: 142), options (initialized 

weights (four weights as we have four inputs)) to GlobalBestPso function in python; iii) perform optimization 

using function optimize in python and send the method to do forward propagation as a parameter to it. 

Step 6: checking the accuracy. 
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3. EXPERIMENTAL RESULTS 

This section validates the efficiency of using AutoML and PSO methods in predicting stock price 

trends. Two experiments are designed and reported associated results. The first one uses AutoML. The other 

experiment was done using PSO which optimize the neural network. The results were compared among all 

experiments. Also, the results were compared with the results of another research [11]. This research used 

Boosted regression tree (BoostRT) models which is a combination of two techniques: decision tree algorithms 

and boosting. All results were calculated based on a set of standard evaluation metrics such as overall accuracy, 

recall, and precision. 
 

3.1.  Performance evaluation metrics 

Accuracy, Recall, Precision and are used to indicate the performance of the model. When the model 

correctly predicts the positive category, in this case, the result is a true positive (TP), and likewise, when the 

model correctly predicts the negative category the positive category, in this case, the result is a true positive 

(TP), and likewise, when the model correctly predicts the negative category, the negative result is true (TN). 

When the model incorrectly predicts the positive category, in this case, the result is a false positive (FP), and 

likewise, when the model incorrectly predicts the negative category, the negative result is false (FN). From that 

we can calculate accuracy the precision and recall to indicate the performance of our model [24].  
 

    Accuracy =
TP+TN

TP+TN+FP+FN
 (2) 

 

In (2) represents accuracy which is a measure of the rating model’s performance. In other words, it is part of 

the predictions that our model got correctly 
 

Precision =
TP

TP+FP
 (3) 

 

In (3) represents precision which is a proportion of positive identifications that are correct. 
 

Recall =
TP

TP+FN
 (4) 

 

In (4) represents recall which is the proportion of actual positives that are identified correctly. 
 

3.2.  Indonesia’s data prediction using AutoML and PSO 

In this experiment, both AutoML, PSO, and BoostRT [11] models are compared for the stock prices 

dataset of nine companies. Tables 2-4 represent the compared performances of AutoML, PSO, and BoostRT 

upon nine companies of Indonesia’s exchange. This comparison shows that AutoML has the highest 

performance for all companies for example: for PHMS Company the accuracy, recall, and precision are 87%, 

87%, and 74% for AutoML method while it is 82%, 81%, and 70% for PSO and 82%, 82%, and 71% for 

BoostRT. The illustration of observations for companies which is used in Tables 2-4. Figure 9 represents a 

comparison between accuracies of AutoML, PSO, and BoostRT upon Indonesia’s exchange 
 

 

Table 2. Accuracy of models upon Indonesia’s exchange 
Method PKF PBNI PPPLSI PUI PAI PI PHMS PT 

AutoML 81% 87% 84% 85% 85% 83% 87% 84% 

PSO 74% 73% 76% 78% 76% 73% 82% 75% 

BoosRT [11] in 2020 76% 81% 79% 82% 82% 80% 82% 78% 
 

 

Table 3. Recall of models upon Indonesia’s exchange 
Method PKF PBNI PPPLSI PUI PAI PI PHMS PT 

AutoML 79% 87% 84% 85% 85% 83% 87% 84% 

PSO 72% 70% 72% 77% 76% 73% 81% 76% 

BoosRT [11] in 2020 75% 79% 79% 82% 82% 80% 82% 78% 

 

 

Table 4. Precision of models upon Indonesia’s exchange 
Method PKF PBNI PPPLSI PUI PAI PI PHMS PT 

AutoML 76% 81% 74% 81% 92% 84% 74% 79% 
PSO 70% 69% 69% 72% 75% 70% 70% 71% 

BoosRT [11] in 2020 73% 73% 70% 73% 88% 82% 71% 76% 
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Figure 9. Accuracy of models upon Indonesia’s exchange 

 

 

3.2.  Comparison between the results of the proposed method and other techniques 

By applying linear discriminant analysis, logistic regression, quadratic discriminant analysis, KNN, 

Naïve bayes, BoosRT, PSO and AutoML on JKSE dataset. The results are as shown in Table 5 which represents 

that AutoML has the highest performance using accuracy, Recall and precision indicators as the performance 

is 92%, 94 %, and 89% respectively. Also, the accuracy of AutoML is higher than the highest accuracy of the 

rest applied methods. Also, when applying Logistic regression, K-nearest neighbor, Decision tree, bagging, 

boosting, random forest, Artificial neural network, Support vector machines, PSO and AutoML on National 

stock exchange of India dataset. The results represent that AutoML has the highest accuracy than the highest 

accuracy of the rest models which is reached 94%. 

 

 

Table 5. Accuracy of AutoML and other machine learning algorithms upon JKSE and national stock 

exchange (NSE) of India 

 

 

4. CONCLUSION 

In this work, AutoML and PSO were proposed to optimize the DNN to predict if the close price of the 

day reached profit determined by the investor before investing or not. They were applied on datasets of 

historical prices and the results compared to state-of-the-art methods upon JKSE and NSE of India 

datasets.AutoML achieved the highest accuracy, precision, and recall which reached 92%, 92%, and 89% 

respectively. This highest performance encourages the investors to use this model to predict if they will achieve 

profits or not as the risk is reduced to 8% which is a small percentage by comparing it with the state-of-the-art 

method. With Regards PSO, it does not achieve a good accuracy as it is reached 82%, so the risk is 18%. So, 

we recommend using AutoML for prediction when dealing with stock prices data but PSO is not recommended 

for this type of data. 

DataSets Method Accuracy Recall Precision 

JKSE Logistic regression [11] in 2020 54% 14% 61% 

Linear discriminant analysis (LDA) [11] in 2020 54% 16% 52% 

Quadratic discriminant analysis (QDA) [11] in 2020 55% 52% 51% 
KNN [11] in 2020 65% 63% 62% 

Naïve bayes [11] in 2020 77% 76% 77% 

BoosRT [11] in 2020 82% 83% 71% 
Adaptive neuro-fuzzy inference system (ANFIS) [25] 77.3% - - 

Fuzzy Kernal C-means (FKCM) [25] 83.7% - - 

PSO 82% 77% 81% 
AutoML 92% 94% 89% 

National stock exchange 

(NSE) of India 

Logistic regression [26] 89.91% -  

K-nearest neighbor [26] 68.73% - - 
Decision tree [26] 90.83% - - 

Bagging [26] 90.37% - - 
Boosting [26] 92.10% - - 

Random forest [26] 91.32% - - 

Artificial neural network [26] 71.62% - - 
Support vector machines [26] 90.57% - - 

PSO 70.95% - - 

AutoML 94.01% - - 
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