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 Recently, the recognition of human hand gestures is becoming a valuable 

technology for various applications like sign language recognition, virtual 

games and robotics control, video surveillance, and home automation. Owing 

to the recent development of deep learning and its excellent performance, 

deep learning-based hand gesture recognition systems can provide promising 

results. However, accurate recognition of hand gestures remains a substantial 

challenge that faces most of the recently existing recognition systems. In this 

paper, convolutional neural networks (CNN) framework with multiple layers 

for accurate, effective, and less complex human hand gesture recognition has 

been proposed. Since the images of the infrared hand gestures can provide 

accurate gesture information through the low illumination environment, the 

proposed system is tested and evaluated on a database of hand-based near-

infrared which including ten gesture poses. Extensive experiments prove that 

the proposed system provides excellent results of accuracy, precision, 

sensitivity (recall), and F1-score. Furthermore, a comparison with recently 

existing systems is reported. 
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1. INTRODUCTION 

The recognition of human gestures represents the recognizing of category labels from a video or an 

image that includes gestures created via users. Human gestures are meaningful and expressive movements of 

the human body including physiological motions of the arms, hands, fingers, face, head, or body for the 

purpose of environmental interaction or conveying meaningful information. Amongst human gestures, hand 

gesture represents one of the most common, natural, and expressive kind of body language to convey 

emotions and attitudes of human interaction [1]-[3].  

Generally, there are two categories of hand gesture recognition; static and dynamic. The static 

recognition concentrates on the inner information of an image (a hand of stable shape). While dynamic 

recognition works on exploring the characteristics of spatial-temporal (a series of hand movements) [4]. The 

studying of static recognition is very meaningful, since it is capable of conveying various shapes of hands 

into particular information without motion cues, also, reducing the problem of redundant frames that appears 

in the dynamic recognition [5]-[7]. 

Hand gesture recognition approaches provide an inspirational area of researches since they are 

capable of facilitating communications and offering a natural interaction means to be utilized in a diversity of 

https://creativecommons.org/licenses/by-sa/4.0/
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applications. These approaches can be categorized into sensor-based and vision-based approaches [8]-[10]. In 

sensor-based approaches, wearable sensors are attached directly to the hand on gloves for detecting the 

physical reaction of finger bending or hand movements. The data collected from these sensors are then 

processed by utilizing a microcontroller or a computer [11]. Despite the fact that the sensor-based approaches 

have granted good results, they have different drawbacks such as discomfort when wearing gloves for long 

periods, skin adverse reactions, infection, or damage in people who have sensitive skin, furthermore, some 

sensors are very expensive. While the vision-based approaches represent cost-effective approaches that didn't 

need uncomfortable gloves to be worn [8], [12], [13]. 

In recent years, the convolutional neural networks (CNN) overtake the complex pre-processing of 

images and assist in classifying and recognizing images, therefore, it is extensively utilized when handling 

images. Numerous researchers have started to implement CNN for recognizing human gestures and achieved 

good results [14]-[17]. In this paper, the proposed CNN framework works on recognizing static hand gestures 

for obtaining effective and accurate results. The remains of the paper are structured is being as; the recently 

existing related works are reviewed in section 2; the proposed CNN framework for recognizing hand gestures 

is described in section 3; the extensive experiments are explained and discussed in section 4; the conclusion 

and future work are stated in the last section. 

 

 

2. RELATED WORKS 

Recently, the existing researches have concentrated on the power of deep learning and its 

effectiveness in extracting and classifying high-level features of data. S. Hussain et al. [18], utilized the 

visual geometric group16-convolutional neural networks (VGG16-CNN) model which includes thirteen 

convolution layers succeeded by three fully-connected layers. However, this model requires to be modified 

for reaching the desired outcomes. Therefore, two layers have been changed with a set of layers for 

classifying eleven hand gesture classes. The Classifier utilized a dataset that includes more than 55000 self-

acquired images (from 7 different volunteers), 70% were utilized for training, and 30% for testing. When the 

recognized hand gesture is dynamic then it will be traced for detecting motion. the obtained accuracy of this 

model was 93.09%. 

Chaudhary and Raheja [19], proposed an ANN-based system for recognizing light invariant hand 

gestures in which unique features for the hand gestures were identified by using orientation histogram and 

classified using artificial neural network (ANN). The designed ANN includes eighteen neurons in the input 

layer, nine hidden neurons, and six neurons at the output. For each gesture, there are fourteen different 

images regarding six kinds of gestures collected from different sources that have been utilized for training 

ANN, and the achieved accuracy was 92.86%. However, ANN is criticized since it takes a long time to 

decide the optimum number of hidden layers and the number of nodes in each layer which makes it 

impractical for real-time implementations.  

Sahoo et al. [20], proposed a deep CNN feature-based static hand gestures recognition system in 

which deep features are extracted using fully connected layers of pre-trained artificial neural network 

(AlexNet), then the redundant features are reduced by using the principal component analysis (PCA). After 

that, a support vector machine (SVM) as a classifier was utilized for classifying the poses of hand gestures. 

The system performance was evaluated on 36 gesture poses using american sign language (ASL) dataset, and 

the obtained average accuracy was 87.83%. 

Wang et al. [21], presented a recognition model of hand gestures based on CNN for analyzing 

human behavior in the scenario of double teachers' classroom learning and instruction. The recognized hand 

gestures of instructors can be exploited for analyzing the nonverbal behaviors of teachers that attract the 

attention of learners and improve their learning results. In this model, the features of hand gesture images are 

extracted using a non-linear neural network that includes four convolution layers. The CNN with three 

convolution layers is designed for achieving robust recognition. This model is tested and evaluated using a 

dataset of 38425 infrared hand gesture images which represent the key frames extracted from the infrared 

videos. These images are labeled into two kinds, pointing and non-pointing gestures. The dataset of infrared 

hand gestures is separated into 80% and 20% for training and testing data, respectively. The obtained ratio of 

recognition accuracy for this model was more than 92%. 

Song et al. [22], presented a recognition model of hand gestures in which multiple channel features 

are extracted for describing a large number of hand gestures, then an algorithm of local-global feature fusion 

is constructed for combining these multiple features, and the weights of features are tuned automatically. 

After that, an image kernel of a huge scale is constructed for integrating fused features and consequently fed 

to the support vector machine classifier to understand the hand gesture. The experiments of this model are 

accomplished using the halearn gesture dataset (CGD) which includes over 50000 images of hand gestures 

with 249 gesture labels, and the obtained average of recognition accuracies was 84.32%. 
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Most of the indicated related works are tried to classify multi-poses of human hand gestures. 

However, the accurate recognition of hand gesture poses is still a difficult task due to several aspects like the 

small size of the dataset, and low illumination of the acquired hand gesture images. For overcoming these 

challenges, this paper proposes an accurate and effective CNN framework which deals with a large dataset of 

infrared images for recognizing ten kinds of hand gesture poses. 

 

 

3. THE PROPOSED CNN FRAMEWORK FOR RECOGNIZING HAND GESTURES 

The proposed CNN framework is designed to obtain the best results for human hand gesture 

recognition. The CNN framework architecture is shown in Figure 1, and its details are summarized in  

Table 1. The first layer in the proposed CNN framework is the input layer which provides the input data to 

the subsequent layers. After this layer, there are two phases; The first phase is the feature extraction and the 

second one is the classification. These phases include multiple layers, each of which holds specific 

characteristics that require to be investigated. 

 

 

 
 

Figure 1. The CNN framework architecture 

 

 

Table 1. The details of CNN framework architecture 
Type of Layer Output Parameters 

2D Convolutional layer (None, 48, 48, 32) 320 

Activation (None, 48, 48, 32) 0 
2D Convolutional layer (None, 46, 46, 32) 9248 

Activation (None, 46, 46, 32) 0 

Max pooling layer (None, 23, 23, 32) 0 
Dropout (None, 23, 23, 32) 0 

2D Convolutional layer (None, 21, 21, 64) 18496 

Activation (None, 21, 21, 64) 0 
Max pooling layer (None, 10, 10, 64) 0 

Dropout (None, 10, 10, 64) 0 

Flatten layer (None, 6400) 0 
Dense layer (None, 256) 1638656 

Dense layer (None, 10) 2570 

Total Parameters: 1,669,290 
Trainable Parameters: 1,669,290 

Non-trainable Parameters: 0 

 

 

3.1.  Feature extraction phase 

The first phase works on extracting features from the input hand gesture images, and it includes 

three convolutional layers. Each convolutional layer requires making a convolution on the input via utilizing 

a (3×3) kernel to produce a feature map. In the convolution process, each kernel is slid over the input and the 

stride size is considered as one (i.e; kernel moves pixel by pixel). The matrix multiplication is performed at 

each place and the output is added into a specific feature map. Each input grayscale image is transformed into 

a 2D matrix with specified height and width. Many convolutions are conducted on an input matrix with 

various kernels for generating diverse feature maps. These diverse feature maps are aggregated to obtain the 

convolutional layer output. Each convolutional layer is followed by the rectified linear unit (ReLU). ReLU 

represents an activation function that works on thresholding the inputs (changing the inputs to zero when 

their values less than zero) and generating non-linear output as in the following equation: 
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𝐴𝑓(𝑣) = 𝑚𝑎𝑥⁡(𝑣, 0) (1) 

 

In this phase of CNN architecture, the second, and third convolutional layers are followed by the 

pooling layer. The main reason for using the pooling layer is to minimize the dimensionality and reduce 

computations with fewer parameters. Moreover, it is working on regulating the overfitting and reducing the 

time of training. In this layer, the max-pooling is used which selects the maximum value in each window 

(2×2), therefore, the size of the feature map is reduced while keeping the significant information. The 

dropout approach can be added to the max-pooling layers to decrease the overfitting and provide good 

improvement in the predictions in which a predefined ratio of the neurons in a hidden layer is randomly 

dropped per each iteration of the training phase. 

 

3.2.  Classification phase 

The second phase of CNN architecture represents the classification phase which includes fully 

connected layers. In the fully connected layer, the neurons hold complete connections for every activation 

from the former layer. The fully connected layer performs its functions via implementing the same basics of a 

typical neural network. But, the 1D data can only be accepted via this layer. To transform 2D data to 1D data, 

the flatten function is utilized. The softmax layer works on taking the output of the final fully connected layer 

and transforming the real value into a distribution of probability. The SoftMax function can be given in (2) 

[23], [24]: 

 

𝑆𝑖 =
𝑒𝑏𝑖

∑ 𝑒𝑏𝑖𝑛
𝑖=1⁡

 (2) 

 

Where 𝑆𝑖 indicates the number of softmax output i, bi indicates the output i before softmax, and n is number 

of output nodes. For the final layer, the size of the output is equal to the number of hand gesture classes (ten 

classes).  

 

 

4. RESULTS AND DISCUSSION 

In this proposed system, the dataset of the hand-based near-infrared [25] was used in which various 

poses of right-hand gestures have been gained for ten different subjects (five men and five women) by 

utilizing a sensor of leap motion located on a table. This dataset involves 20000 hand gesture images of size 

50×50. Figure 2 shows the samples of hand gesture images' poses from the hand-based near-infrared dataset. 

The dataset of the hand-based near-infrared is separated into 70% (training) and 30% (testing) with 32 batch 

size, 20 epochs, and Adam optimizer. Table 2 illustrates the classes description and labels of the near-

infrared hand gestures poses. 

 

 

 
 

Figure 2. Samples of hand gesture images classes from the hand-based near-infrared dataset 

 

 

The main aim of this paper is to construct a network with less complexity and high accuracy. 

Therefore, the proposed CNN framework can be evaluated by utilizing several criteria; precision, sensitivity 

(Recall), F1-score, and accuracy. These criteria are given in the following equations: 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑃

𝑇𝑟𝑢𝑒𝑃⁡+⁡𝐹𝑎𝑙𝑠𝑒𝑃
 (3) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑒𝑡𝑦⁡(𝑅𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑟𝑢𝑒𝑃

𝑇𝑟𝑢𝑒𝑃+𝐹𝑎𝑙𝑠𝑒𝑁
 (4) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2×(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑒𝑡𝑦×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑒𝑡𝑦+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (5) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑟𝑢𝑒𝑃+𝑇𝑟𝑢𝑒𝑁)

(𝑇𝑟𝑢𝑒𝑃+𝑇𝑟𝑢𝑒𝑁+𝐹𝑎𝑙𝑠𝑒𝑁+𝐹𝑎𝑙𝑠𝑒𝑃)
 (6) 

 

Where, 𝑇𝑟𝑢𝑒𝑃 indicates the true positive, 𝑇𝑟𝑢𝑒𝑁 indicates the true negative, 𝐹𝑎𝑙𝑠𝑒𝑁 indicates the false 

negative, and 𝐹𝑎𝑙𝑠𝑒𝑃 indicates the false positive.  

 

 

Table 2. The classes description and labels of the hand-based near-infrared dataset 
The Classes of Hand Gestures Associated Label 

Open palm- aligned to sensor 'Palm': 01 
Closed palm, extended index finger, and thumb finger 'L': 02 

Closed palm 'Fist': 03 
Fist vertical to sensor 'Fist moved': 04 

Closed palm with extended thumb 'Thumb': 05 

Closed palm with extended index 'Index': 06 
Open palm with thumb and index drawing a circle 'OK': 07 

Open palm vertical to the sensor 'Palm moved': 08 

The semi-closed palm of a shape C 'C': 09 
Open palm with separate fingers 'Palm down': 10 

 

 

Table 3 demonstrates the outcomes of selected criteria that validate the effectiveness and accuracy 

of the proposed system. In order to optimal understand the system behavior regarding per hand gesture class 

recognition, the confusion matrix is shown in Figure 3. Even though the utilized hand gesture images are 

approximately similar and not easy to be distinguished, the main observation is that all the gestures have 

excellent scores. 

 

 

Table 3. The outcomes of precision, sensitivity (recall), F1-score, and accuracy 
Hand Gesture Classes Precision Sensitivity (Recall) F1-Score No. of Tested Images 

'Palm' 1.00 1.00 1.00 595 

'L' 1.00 1.00 1.00 604 

'Fist' 1.00 1.00 1.00 627 

'Fist moved' 1.00 1.00 1.00 596 
'Thumb' 1.00 1.00 1.00 621 

'Index' 1.00 1.00 1.00 574 

'OK' 1.00 1.00 1.00 621 
'Palm moved' 1.00 1.00 1.00 578 

'C' 1.00 1.00 1.00 617 

'Palm down' 1.00 1.00 1.00 567 

Accuracy   1.00 6000 

Macro Average 1.00 1.00 1.00 6000 

Weighted Average 1.00 1.00 1.00 6000 

 

 

The experiments are accomplished via specifying different numbers of training epochs (from epochs 

0 to 20) to obtain excellent results of accuracies. Figure 4 illustrates the increase of validation accuracy with 

the final result of 100%, while Figure 5 illustrates the decrease of validation loss with the final result of 

0.0021. The obtained results of the proposed system and the previously indicated hand gesture recognition 

models using different datasets are summarized in Table 4. It is noticeable that the proposed system 

outperformed and the achieved accuracy is 100%. While working on an infrared hand gesture dataset of 

38425 images, the accuracy of the recognition model in [21] is 92%. Based on these obtained accuracies, we 

notice that our proposed CNN framework is effective and achieved excellent results while using 20000 

images. 
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Figure 3. The confusion matrix of hand gesture images classification results 

 

 

 
 

Figure 4. Accuracy validation change against training epochs (20-Epoch)  

 

 

 
 

Figure 5. Loss validation change against training epochs (20-Epoch)  
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Table 4. A comparison between the proposed CNN-based recognition system and the recently existing 

related works 
Author/(s) name, Ref. No., Year The utilized dataset Accuracy 

S. Hussain et al. [18], 2017 Self-acquired dataset (more than 55000 images) 93.09% 

Ankit Chaudhary and J. L. Raheja 

[19], 2018 

Dataset acquired from different sources (14 different 

images for six kinds of gestures) 
92.86% 

J. P. Sahoo et al. [20], 2019 ASL dataset (36 gestures from 5 subjects) 87.83% 

Jixin Wang et al. [21], 2020 
Infrared hand gesture dataset (38425 images for two 

kinds of gestures) 
92% 

Tao Song et al. [22], 2021 CGD dataset (50000 images for 249 kinds of gestures) 84.32% 

The proposed system 
Hand-based near-infrared dataset (20000 images for 

ten kinds of gestures) 
100% 

 

 

5. CONCLUSION 

In this paper, an accurate and effective deep learning framework is proposed for recognizing static 

hand gestures based on CNN. This framework includes two main phases; feature extraction and 

classification. These phases include multiple layers, each of which was designed to obtain the best results for 

human hand gesture recognition. The results of extensive experiments demonstrate that the proposed CNN 

framework of multiple layers achieves excellent performance results using a large-size database of hand-

based near-infrared images. Also, it is significant to highlight dealing with infrared images to avoid the 

problem of low illumination. The comparison between the proposed system and other related works proved 

that the proposed system is more effective and accurate than others. In future work, this proposed CNN 

framework will be prepared to be utilized for recognizing dynamic gestures. 
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