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 Currently cloud service providers have used a variety of operational 

mechanism to support the company's business processes. Therefore, the 

services are stored on the company's server, which present in the form of 

infrastructure, platform, software and function. There are several 

vulnerabilities have been faced in the implementation such as system failure, 

natural disasters, human errors or attacks from unauthorized parties. In 

addition, the time of unavailability of services can be minimized by doing a 

LM, which many servers have been used the containers to behave like a 

service provider. Actually, its existence replaces the virtual machine that 

requires more resources although the process only can be done through 

Docker with checkpoint and restore in userspace (CRIU). In this research, 

LM processes are done to the Docker container using CRIU by analyzing the 

quality of service (QoS), memory and CPU usage. Thus, the simulation are 

carried out by establishing the LM using 2 (two) different platforms through 

scenarios with one and three containers respectively. The performance 

analysis results aim to examine several indicators in comparison with the 

achievable result to reduce problem occurred in the cloud service. 
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1. INTRODUCTION  

Containerization or container-based virtualization has been known since the late 60s, which allows 

platforms to provide more efficient services compared to the virtual machines (VM). It has begun to shift the 

position of the traditional VM to perform system maintenance, fault management and load balancing while 

providing end users with anticipating costly service downtimes and perceptible interruption in the service [1]. 

In fact, live migration (LM) across the cloud service can improve the provision of resources aggregation from 

a single data center to multiple disparate data centers geographically. Meanwhile, it is also possible to 

execute the process through ad-hoc solutions utilizing network file systems or replication of private storage 

arrays or even proprietary block devices with software used in coordination with more popular memory 

migration methods. Therefore, this loose set of mechanisms makes the relay structures become more 

complex, inflexible and unreliable, which its performance is extremely poor compared to the traditional LAN 

(local area network) migration. In addition, the platform must be online at all times to provide robust service 

to every clients while shutdown and restart for maintenance purposes should be organized accordingly to 

prevent data corruption or loss. Individual or even company prefer service provider platforms through paid 

service for cloud compared to develop own servers due to the practicality and manageability [2]. Thus, the 

use of containers that are lightweight technology is proven to be helpful and supportive for application 

https://creativecommons.org/licenses/by-sa/4.0/
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management in the cloud although several copying memory on remote host task cause time frozen [3]. On the 

other hand, the container implementation can be very useful in the cloud to accommodate the application 

services be migrated by using Docker [4], which is very risky because it requires a lot of consideration such as 

time and cost.  

There are roughly three methods of direct migration of VMs, which are pre-copy, post-copy, and 

hybrid method, where direct migration of VMs is mainly done by pre-copy or the variation method [5]. In 

short, LM has been defined as a solution to reduce platform downtime when maintenance is carried out by 

moving containers to the backup platform so both source and destination is still online with the monitoring 

process can be done simultaneously [6]. However, it is also have the ability to freeze the running 

applications, record the memory content according to the current state of the application, moving the record 

results to the backup platform, restoring the record data from the main platform on the backup platform and 

keeping the application to run according to the conditions at the checkpoint [7, 8]. In actual sense, it is very 

useful for maintaining service availability when the platform has to pause at certain moment due to several 

connection issues. On the other hand, Docker is an open-source project based on Linux containers that 

provides an open platform for developers and administrators to be able to automatically build, package and 

run applications as lightweight containers [9] while at the same time allows the user to separate applications 

from infrastructure to build software quickly [10]. It provides the ability to run applications in an isolated 

environment because the lightweight nature cause the running process has been done without adding the 

burden of a hypervisor, so more containers on certain hardware combinations can be done using a virtual 

machine [11]. In this case, the LM has been established in the real time by moving containers one by one 

between different physical machines without disconnecting the network connection with the client [12].  

This study determined to use Ubuntu 16.04 due to the several reason such as this version is 

compatible with the logical requirement of Docker and CRIU and the operating system (OS) has been well 

known for community support in term of troubleshooting and operational purposes. When making a 

migration, the container will enter frozen time, that is, when the container pauses, the source node performs 

memory blocks, processes, file systems and network connections to record the state of the container at that 

time. Then, performance evaluation is carried out based on various criteria according to the research 

objectives, which in this case related to the usage analysis and the results are also studied to prove the goal. 

Most data migration projects flock to the main project without considering whether migration is possible, 

how long it will take, the technology it will need and the risks that lie ahead. A pre-migration impact 

assessment is recommended to verify the cost and likely outcome of migration. This study simulates the data 

migration to analysis several aspect of performance using CRIU based on the network bandwidth and 

throughput, memory and CPU usage. 

 

 

2. MATERIAL AND METHOD 

The container record data is copied to the destination node and will restore from source so it can 

operate and unfreeze normally [13]. Meanwhile, CRIU is a software tool on the Linux operating system that 

is able to freeze and make a checkpoint of an application that is running on the platform and also able to 

restore it to different physical machine with the same conditions as the frozen time [14]. It allows 

administrators to conduct LM of containers through communication protocol as a set of rules that must be 

obeyed to communicate between two or more computers. These protocols are needed to ensure that all data 

communications on each computer can be carried out according to the needs and objectives of the user. The 

basic functions of the communication protocol include connection, addressing, error control, data flow 

control and synchronization [15]. Meanwhile, TCP is a protocol used to transmit data with good reliability 

and has a system of congestion control or control of data transfer bottlenecks [16]. It is a byte-stream 

protocol that is able to control data flow based on byte numbers, the smallest unit of data transmitted on the 

Internet is a data segment or packet, each identified by the data octet number. When a destination receives a 

data segment, the host recognizes that segment acceptance by issuing a packet acknowledgment (ACK) to 

notify the status of the packet sent by the sending host [17]. On the other hand, UDP is a protocol for 

transferring data between computer network applications, which is called a connectionless protocol that does 

not require a connection between hosts before sending or receiving data so that a host can service many other 

hosts by sending the same data [18]. Therefore, Netlink is a protocol used on Linux operating systems for 

data communication between kernels and userspace, which has functions as a protocol between Forwarding 

engine components and control plane components that function to determine IP services [19].  

Quality of service (QoS) is the ability of a network to provide good services by providing 

bandwidth, and overcoming the delay [20]. Delay is the time needed by a packet sent from the sender to the 

recipient and one of the parameters in QoS [21]. In a network, delay can be a reference to assess network 

quality with the smaller the delay value produced, the better the network performance. On the other hand, 
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packet loss is the loss of a number of data packets in the delivery to the destination address [22]. Actually, 

packet loss on computer networks has a huge effect, where if there is a certain amount of packet loss it will 

cause TCP interconnection to slow down [23]. Meanwhile, throughput is a value when a service can process 

a request [24], which is measured when it is finished transmitting data to a host or client. The most important 

part of throughput is that there is enough bandwidth. Next, random access memory (RAM) is a volatile 

hardware on a computer where data will be lost when the power on the computer is turned off [25]. In RAM, 

data can be accessed randomly, which its function is to store temporary data and read data. The central 

processing unit (CPU) is one of the computer components that composes a computer to function, which has 

aim to be the brain of a computer for processing inputted data and producing the output [26]. In addition to 

processing data, the CPU also controls all components of the computer so that it can work well, which it 

consists of three components; control unit, arithmetic logical unit (ALU) and register [27], which is explained 

visually in Figure 1. Lastly, process definition is a program that is being executed or running, which its 

process is the smallest work unit in the operating system. The process passes through a series of states and a 

variety of events can occur to cause state changes [28]. 

 

 

 
 

Figure 1. Live migration (LM) mechanism 

 

 

The testing mechanism in this study is the structure and concept to describe on how the LM process 

takes place. The container on the platform consists of memory, volume and root stored on the disk. On the 

source platform, CRIU functions as software for performing memory checkpoints on containers. The results 

of the checkpoint by CRIU are stored on disk in the form of checkpoint files. NFS serves as a protocol for 

sending checkpoint files from the source platform to the destination platform. At the destination platform, 

CRIU functions as a software for restoring containers by using checkpoint files obtained from the source 

platform. Actually, LM is executed in the four test scenarios in this study. 

‒ First scenario; one-way live migration from platform 1 as the source platform to platform 2 as the 

destination platform. 

‒ Second scenario; one-way live migration from platform 2 as the source platform to platform 1 as the 

destination platform. 

‒ Third scenario; two-way live migration with one service. 

‒ Fourth scenario; two-way live migration with three services. 

 

 

3. RESULTS AND ANALYSIS 

System testing is executed by using Docker container and CRIU as the tool to do LM which is run on 

the Ubuntu Linux as the operating system on two platforms. It is based on a previously designed scenario, 

namely the scenario of testing LM, which in these tests, four LM scenarios were carried out differently. 

 

3.1. First scenario; one-way live migration from platform 1 to platform 2 

In scenario I the checkpoint process is carried out by platform 1, which lasts for 1,320 s and the 

platform 2 lasts for 17,963 s. The LM with VM is a very powerful tool for cluster administrators in many 

major scenarios, such as load balancing, which in actual VMs can be reorganized on physical devices into a 

group to relieve the load on the busy hosts. It is also can be done for online maintenance and proactive fault 

tolerance, which sometimes the physical machine may need an upgrade on its service for future system 

malfunctions. Thus, the administrator must move the running virtual machines to alternate devices to release 

or freeing the original machine for maintenance by improving serviceability and system availability [8]. 
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From the results of these tests in platform 1 can be obtained a value of 1.69 GB before doing a checkpoint 

and 1.56 GB after a checkpoint. Meanwhile, in the platform 2 obtained a value of 1.86 GB before doing a 

checkpoint and 2.28 GB after a checkpoint. The amount of time needed to do a checkpoint takes 1.32 s on 

platform 1 while restore takes 17.963 s on platform 2. Based on the result, more memory usage were needed 

within the context of before compare to after checkpoint due to upon completion, the VM return to running 

state while the old host’s VM is deleted which the session will be disconnecting for several seconds before 

auto-reconnecting. On the other hand, in the process of restore, CRIU transform itself into a target task 

through orderly steps which are open images to read in VM, fork and pre-mmaps, open file mappings, open 

shared mappings, dive into restorer context and restore mapping in their places. When doing LM, a lot of 

time and resources is needed based on procedure to copy task’s memory to the destination host as shown in 

Figures 2-4. 

 

 

  
  

(a) (b) 

 

Figure 2. CPU usage scenario I, (a) Checkpoint, (b) Restore 

 

 

  
  

(a) (b) 

 

Figure 3.Memory usage scenario I, (a) Checkpoint, (b) Restore  

 

 

 
 

Figure 4.Time usage scenario I 
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3.2. Second scenario; one-way live migration from platform 2 to platform 1 

The checkpoint in scenario II for platform 2 lasts for 1,189 s while platform 1 lasts for 18,091 s. In 

power management scenario, the load and performance of servers are generally uneven but statistically 

uniform at different periods. When some of the virtual machines on the distributed hosts run light functions, 

which can be integrated across fewer hosts, the downloaded hosts can be stopped after the migration is 

complete. This strategy helps companies reduce IT operating expenses and benefit the natural environment. 

The performance of source influence significantly the total amount of time needed for the LM to be 

completed, which in this case in scenario I and II have been indicated with the fluctuative percentage usage 

in changes cycle. Actually, the number of pages moved is decided on how effective the VM handles and 

manipulating the memory pages. It will take the longer time for every page to transfer to the destination 

server due to the number of pages that have been changed or arranged. After the process completed, the 

destination server create the working set for VM testing, which in exact time with when the migration 

process has started. From the results of these tests in platform 2, it can be obtained a value of 2.02 GB before 

doing a checkpoint and 1.90 GB after a checkpoint while platform 1 has a value of 1.47 GB before restoring 

and 1.90 GB after restore. The amount of time needed to do a checkpoint takes 1,189 s on platform 1 while 

restore takes 18,091 s on platform 2. In each solution, there are three basic types of cases that must be 

migrated, which are physical memory for the virtual machine, network connections, and the state of the 

virtual machine, such as SCSI storage as shown in Figures 5-7. The most difficult problem is the paging of 

physical memory, as it is the main factor affecting paging downtime, that is, when the services in the virtual 

machine are not fully available. 

 

 

  
  

(a) (b) 

 

Figure 5. CPU usage scenario II, (a) Checkpoint, (b) Restore 

 

 

  
  

(a) (b) 

 

Figure 6. Memory usage scenario II, (a) Checkpoint, (b) Restore 
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Figure 7. Time usage scenario II 

 

 

3.3. Third scenario; two-way live migration with one service 

In Scenario III the checkpoint process is done by platform 1 lasts for 0.994s and platform 2 for 

1.037 s, which the restore process is done by both platforms simultaneously. Restore in scenario III on 

platform 1 lasts for 44.8 s and on platform 2 for 18.111 s. The result of checkpoint on platform 1 has a value 

of 2.09 GB before doing a checkpoint and 1.99 GB after checking, 1.97 GB before restoring and 2.70 after 

restoring. On platform 2, the value is 2.62 GB before checking, 2.34 GB after checking and 2.34 GB before 

restoring and 2.76 GB after restoring. The amount of time needed to do a checkpoint takes 0.994 s for 

platform 1 and 1.037 s for platform 2 while restore requires 44.8 s for platform 1 and 18.111 s for platform 2. 

When the memory page contamination rate is faster than the replication rate for the pre-transcription 

procedures, all the pre-copy work will be inefficient and one has to stop the virtual machine immediately and 

copy all the pages from memory to the destination host as shown in Figures 8 and 9. Some strenuous memory 

workloads will not benefit from a pre-copy algorithm and downtime can increase to several seconds. This 

limitation makes the algorithm only applicable on high-speed local networks. Second, some semi-virtual 

optimization systems, such as rogue operations and unassigned page editing, can have some negative impact 

on the user experience, especially for some responsive interactive services. Finally, the pre-backup algorithm 

does not restore the data from the CPU cache. Although it may not fail on the target host, massive cache and 

TLB loss can cause performance degradation once the virtual machine takes over service. 
 

 

  
  

(a) (b) 
 

Figure 8. CPU usage scenario III, (a) Checkpoint, (b) Restore 
 

 

  
  

(a) (b) 
 

Figure 9. Memory usage scenario III, (a) Checkpoint, (b) Restore 
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3.4. Fourth scenario; two-way live migration with three services  

In scenario IV the checkpoint process is carried out by platform 1 and platform 2, which there are 3 

magento services. The checkpoint on platform 1 lasts for 3,939s and on platform 2 for 2,831 s. In scenario IV 

the restore process is done by platform 1 and platform 2 simultaneously, which the number of containers to 

be restored is 3 containers. The restore in scenario IV on platform 1 lasts for 59,584 s and on platform 2 for 

59,902 s. In general, the running speed can be faster than the original execution with the log, because during 

normal execution, the process can prevent waiting for input and output events, while all the events can be 

instantly reproduced during operation due to the ability to bypass the downtime of the instructions. During 

the migration, physical memory pages are sent across the network to the new destination while the source 

host continues to operate. Pages modified during replication should be reintroduced to ensure consistency. 

After a limited iterative repeat phase, a very short stop and copy phase is implemented to move the remaining 

dirty pages. Figure 10 is the result of checkpoint and restores testing on platform 1 and platform 2. From the 

test results, it can be obtained a value of 3.63 GB before performing a checkpoint, 3.27 GB after checking, 

3.27 GB before restoring and 3.61 GB after restoring on platform 1. On platform 2, 4.12 GB is obtained 

before checking, 3.78 GB after checking, 3.76 GB before restoring and 4.22 GB after restoring. The amount 

of time needed to do a checkpoint and restore. When checking, it takes 3,939 s for platform 1 and 1,831 s for 

platform 2 while for restore takes 59,584 s for platform 1 and 59,902 s for platform 2 as shown in Figure 11. 

In a LAN environment, since the migrated virtual machine maintains the same network address as before, 

any ongoing interactions at the network level will not be disabled. 

 

 

  
  

(a) (b) 

 

Figure 10. CPU usage scenario IV, (b) Checkpoint, (b) Restore 

 

 

  
  

(a) (b) 

 

Figure 11. Memory usage scenario IV: (a) Checkpoint, (b) Restore  

 

 

Table 1 is a table that contains the difference in the number of files accessed by the process in 

scenario I, II, III, IV, which can be seen that when the checkpoint process there is a reduction in the system 

process files that are accessed, this is because the service is dead after performing a checkpoint. When the 

restore process there are additional system process files that are accessed. This is because there are additional 

containers resulting from the restore process. 
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Table 1. The difference of the accessed file in live migration process 

Scenario Checkpoint/restore 

Process name 

Platform 1 Platform 2 

Dockerd 
(1305) 

Dockerd 
(1230) 

Docker-co 
(1478) 

Dockerd 
(1403) 

Dockerd 
(1447) 

Docker-co 
(1747) 

Scenario I 

Checkpoint (system 

process file reduced) 
8 file - - - - - 

Restore (system process 

file increased) 
- - - 10 file - - 

Scenario II 

Checkpoint (system 
process file reduced) 

- - - - 8 file 3 file 

Restore (system process 

file increased) 
- 10 file 3 file - - - 

Scenario III 

Checkpoint (system 

process file reduced) 
- 9 file 3 file - 8 file 3 file 

Restore (system process 
file increased) 

- 8 file 3 file - 8 file 3 file 

Scenario IV 

Checkpoint (system 

process file reduced) 
- 24 file 9 file - 24 file 9 file 

Restore (system process 

file increased) 
- 30 file 9 file - 30 file 9 file 

 

 

3.5.  Network analysis 

3.5.1. Quality of service analysis 

QoS analysis in the LM process has been carried out, the analysis summary is divided into 2, the 

analysis results on platform 1 and platform 2. Table 2 shows the delay, packet loss, and throughput on 

platform 1 based on the test scenarios that have been done. The data is obtained from the results of the 

analysis that has been done before. Table 3 shows the delay, packet loss, and throughput on platform 1 based 

on the test scenarios that have been done. The data is obtained from the results of the analysis that has been 

done before. The relatively large volume of storage data, such as the virtual disk for a virtual machine, and 

the small network bandwidth between data centers make storage data migration a bottleneck for direct VM 

migration over a WAN. A network file sharing system is implemented between the source and destination 

data centers to prevent the migration of storage data from generating high disk input and output latency. In 

fact, this architecture results in the double transfer of the virtual machine storage data during the migration, 

from the source data center to the shared storage system and from Shared storage system to the target data 

center. That generates a large amount of network traffic. Each data center uses a local storage system, and 

storage data migration performance is improved by using a variety of methods, such as deduplication or 

snapshots [10]. QoS should provide an online assurance to offer a range of measurable service features to 

end-to-end users and applications in terms of delay, instability, available bandwidth and packet loss. 

 

 

Table 2. Quality of Service of the live migration 

process of platform 1 

Table 3. Quality of Service of the live migration 

process of platform 2 
Scenario Delay Packet loss Throughput 

1 1 ms 0.01% 0.35 MB/s 
2 1 ms 0.03% 9.45 MB/s 

3 1 ms 0.08% 9.95 MB/s 

4 1 ms 0.59% 8.54 MB/s 
 

Scenario Delay Packet loss Throughput 

1 1 ms 0.98% 9.48 MB/s 
2 1 ms 0.06% 0.34 MB/s 

3 1 ms 0.40% 9.95 MB/s 

4 1 ms -0.49% 8.55 MB/s 
 

 

 

3.5.2. System process in network analysis 

Analysis of the system process is summarized based on the test scenario along with the data 

obtained. The protocols that are read by LSOF, the protocol used to transfer data from source platform to 

destination platform only TCP is based on the .pcap output file from Wireshark which shows the percentage 

of Transmission Control Protocol by 100% on all LM tests. However, each improvement faces a trade-off 

between the newly introduced overhead and the performance benefits of the posting. For example, the de-

duplication feature increases hashed fingerprints of storage data to detect blocks that have already been 

introduced at the destination site to reduce the migration time. If the de-duplication process cannot find 

enough duplicate blocks at the destination site, it can extend the total migration time, since the computational 

burden of canceling the duplicate data exceeds its contribution to the data transfer. Therefore, there is a need 

to systematically rethink storage data migration to greatly improve performance. In other direction, it also 

can lead to the disruptions in service and communication overheads but the decisions regarding the time and 
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the location of transfer, which depend on many aspects, such as user mobility, communication channel 

characteristics and resource availability. The current cloud-based architecture has resulted in an overall great 

geographic separation between the user and the infrastructure. In such an arrangement, the end-to-end 

communication involves several network hops resulting in high latency while the incoming bandwidth to the 

cloud can also be saturated because it is accessed on a multiple-to-one basis [29]. As a result, service 

applications must remain relatively close to their end users to ensure low latency and high bandwidth 

connectivity. Basically, algorithms for decision-making should create equilibrium to these trade-offs, which 

usually need to anticipate the future service requests with some precision or queued buffer service requests so 

that they can be served in as many batches as possible after migration [30-33]. 

 

 

Table 4. System processes which uses TCP protocol in live migration 
Command PID User FD Type Device Size/Off Node Name 

Dockerd 1403 root 31u sock 0.9 0t0 96280 Protocol: TCP 

Dockerd 1230 root 31u sock 0.9 0t0 92456 Protocol: TCP 

Dockerd 1230 root 31u sock 0.9 0t0 128883 Protocol: TCP 
Dockerd 1230 root 31u sock 0.9 0t0 270184 Protocol: TCP 

Dockerd 1230 root 41u sock 0.9 0t0 276728 Protocol: TCP 

Dockerd 1230 root 51u sock 0.9 0t0 281782 Protocol: TCP 

 

 

4. CONCLUSION 

Based on the testing and analysis that has been done on the scenario of Docker LM process using the 

CRIU, it can be concluded that this test makes it possible to backup multiple services and the platform uses 

more memory than the platform 1. The amount of RAM on a platform does not affect the speed of the backup 

process for LM. The number of cores on the CPU affects the amount of CPU usage at checkpoint and restore. 

The more cores used will be the lower CPU usage. The cause of the increase in CPU usage in the checkpoint 

process is a process that uses more resources when the checkpoint is running. This can be proven through the 

absence of additional system process files accessed by the process when performing a checkpoint. The cause 

of the increase in CPU usage in the restore process is the process of accessing more files when restoring. This 

can be proven through the addition of files that are accessed by the process when restore. The increased 

system process file is the result of restore container files. Based on the analysis of the process of LM in the 

Docker container with the CRIU, the LM process only uses TCP as the transport protocol on the Transport 

Layer computer network. Other protocols shown by the output of LSOF, namely UDP and NETLINK are 

protocols used by Docker container to provide services that are run. Future implementations can be done by 

defining an optional interface between the framework and the application, so that it can determine 

independently when it is preferable or rejected the migration process, thus improving the overall performance 

after all. 
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