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 Indonesia has a capital city which is one of the many big cities in the world called 

Jakarta. Jakarta's role in the dynamics that occur in Indonesia is very central 

because it functions as a political and government center, and is a business  

and economic center that drives the economy. Recently the discourse of  

the government to relocate the capital city has invited various reactions from 

the community. Therefore, in this study, sentiment analysis of the relocation of 

the capital city was carried out. The analysis was performed by doing  

a classification to describe the public sentiment sourced from twitter data,  

the data is classified into 2 classes, namely positive and negative sentiments. 

The algorithms used in this study include Naïve Bayes classifier, logistic 

regression, support vector machine, and K-nearest neighbor. The results of 

the performance evaluation algorithm showed that support vector machine 

outperformed as compared to 3 algorithms with the results of Accuracy, 

Precision, Recall, and F-measure are 97.72%, 96.01%, 99.18%, and 97.57%, 

respectively. Sentiment analysis of the discourse of relocation of the capital 

city is expected to provide an overview to the government of public opinion 

from the point of view of data coming from social media. 
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1. INTRODUCTION 

The capital city in a country plays a very strategic role. This is because the capital city in a country 

can be multifunctional, that is, as the center of politics and government, the center of business and economic 

activity, as well as the center of all that, characterizes the overall character of a country. Broadly speaking,  

it can be concluded that the picture of a country can be seen from how its capital city is. Likewise, Indonesia 

has a capital city which is one of the many big cities in the world called Jakarta. The role of Jakarta in  

the dynamics that occur in Indonesia is very central because almost 70% of the amount of money in 

Indonesia only revolves in Jakarta. This shows that Jakarta, in addition to functioning as a political  

and government center, is also a business and economic center that drives the economy in Indonesia. 

The relocation of the capital city, together with the development of the state and nation, has become 

an important part of the formation of post-colonial states. There have been national debates and major 

projects on this issue in many countries in Asia (i.e. Indonesia, India, Malaysia, Sri Lanka, and Pakistan), 

Africa (i.e. Ivory Coast, Tanzania, Malawi, and Zimbabwe) and South America (i.e. Brazil, Argentina,  

and Costa Rica). However, over time only a few countries have carried out actual relocation and most 

projects have been postponed indefinitely [1]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Based on the many countries mentioned above, history has recorded that there are several countries 

that have succeeded in moving their capital cities with a variety of processes and backgrounds, such as India, 

Australia, Brazil, Myanmar, Pakistan, Kazakhstan, and Nigeria [2, 3]. Even so, the discourse of moving  

the capital city generally offers more warning than encouragement. A warning often thrown at the government 

so far is the cost to realize capital city relocation. For example, when Brazil moved its capital city from Rio 

de Janeiro to Brazil in 1960. The reason for the relocation is due to the high population density in Rio de 

Janeiro and the high level of traffic congestion [4]. Reporting from Ultimosegundo [5], the costs spent by  

the Brazilian government were estimated to exceed USD 1.5 billion at that time, or the equivalent of USD 83 

billion if using the exchange rate assumption USD in 2010. Likewise, Myanmar has moved the capital city from 

Yangon to Naypyidaw in 2005.  Reporting from theglobalist [6], the cost spent by the government when led by 

Than Shwe at that time was estimated to touch 5 billion US dollars. Another example is Kazakhstan, a country 

whose territory is on two continents, namely Asia and Europe, which cost more than 400 million US dollars 

to move its capital city from Almaty to Astana in 1998 [4]. The estimated cost of moving the capital city by 

Kazakhstan is only about 16 percent of the total state revenue at that time was USD 2.47 billion-11 percent  

of Kazakhstan's total gross domestic product (GDP) of USD 22.13 billion. The reason Kazakhstan moved its 

capital city to Astana (currently Nur Sultan) is that the location of the previous capital city Almaty was too 

close to the Chinese border, so it was considered a threat to the political, cultural and economic aspects [7]. 

The relocation of the capital city is actually not new for Indonesia. Historically, several cities had 

been the capital city of Indonesia including Yogyakarta, Bukittinggi in West Sumatra, Bireuen District in 

Aceh [8]. At present, the government is back to discussing the relocation of the capital city because Jakarta  

is deemed no longer worthy of being a capital city for a country as large as the Republic of Indonesia.  

In addition, its location further to the western part of Indonesia is blamed for the high level of inequality 

between regions in the country. Therefore, it is currently being discussed to build an extraordinary 

megaproject, namely the relocation of the capital from the original in the city of Jakarta to other areas that  

are considered more potent and have a better regional carrying capacity. In general, countries that have larger 

land areas tend to have separate political and economic business centers, such as the United States, Australia, 

Malaysia, Turkey, and etc. [3]. 

There are several reasons for the government plans to relocate the capital city of the Republic of 

Indonesia outside of Java Island, one of which is related to the population in Jakarta, which is not decreasing 

every year but increased significantly [9], it is caused by all the centers of activity in Jakarta such as government 

centers, economy, business, education, etc. that causes the population of Jakarta to be increasingly crowded. 

That also causes the availability of clean water in Jakarta to be getting worse [10]. Another reason, according 

to the study is related to the geographical condition of Jakarta which is in the Ring of Fire, which means  

it is in a disaster-prone circle [11]. Moreover, the capital city must also be rescued from threats due to  

the increasingly mismanaged Jakarta City. This mismanagement includes the inability of the government in 

the past to anticipate the increasing impact of natural threats. Climate change, which is marked by an increase 

in sea level, is accompanied by an increase in land subsidence due to exploitative urban development of land 

and water resources. The rapid increase of business center buildings and offices has been followed by 

massive groundwater extraction. As a result, flooding is increasingly becoming a serious threat to parts of 

Jakarta City. Common reasons for moving the capital city are socioeconomic considerations, political 

considerations, and geographical considerations [12]. These three factors are considered Indonesia is still in 

the analysis for the relocation of its capital city, not only analysis from within the country but also requires  

an analysis of the experience of other countries in the world that have relocated their capital city.  

The experience of these countries will be able to provide input and considerations that can be used as more 

appropriate analytical material to study problems in Indonesia. 

However, the discourse of moving the capital city offers more warning than encouragement, so that 

in addition to several parties agreeing to relocate the capital city, many parties and communities also disagree 

about the relocation of this capital city. Relocation of the capital city from Jakarta to Penajam Paser Utara 

and Kutai Kartanegara as an unnecessary policy, considering that Kalimantan is the lungs of the world,  

and, as if they understood that the capital transfer project would not really pay attention to the environment, 

they responded to the issue of relocation should be stopped or if it had to be continued, then do not go to 

Kalimantan. Analysis of the selection of Kutai Kartanegara as a new capital city later turned out to be weak 

and even did not match the facts. As an expression that there is minimal potential for disaster. In fact, there was 

a catastrophic flood that resulted in tens of thousands of residents affected and living in trouble. On the other 

hand, an earthquake which is said to have never greeted Kalimantan, actually occurred shortly after this issue 

was rolled out. Moreover, the cost of relocation of the capital city is very expensive. According to 

government estimates, the cost of moving the capital city to Kalimantan Island could reach USD 33 billion [13]. 

The fund of USD 33 billion or equivalent to IDR 469 trillion is not a small value because it is equivalent to  

a quarter of total state revenues throughout 2018 which amounted to IDR 1942 trillion. Not to mention, 
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Indonesia's current financial condition is still not a surplus or a deficit. This year, the budget deficit that  

the government must cover is estimated at USD 296 trillion. Clearly, the discourse of moving the capital city 

increasingly adds to the budget burden. Therefore, this needs to be further investigated by knowing public opinion 

about the discourse of relocation of the capital city from Jakarta to Penajam Paser Utara and Kutai Kartanegara. 

At present, the public tends to give their opinions and opinions through various media, including 

social media. Moreover, the past few years have seen a lot of academic interest in the possibility of using 

social media to gauge public opinion [14]. One of the effective social media to accommodate opinions about  

the discourse of moving the capital city is by using Twitter, which is fast in reporting the experiences felt by 

the society as an evaluation material for related parties. Besides Twitter itself is one of the social media that 

is familiar to be used by the people of Indonesia [15], which certainly will make it easier to collect opinions 

compared to conducting surveys or distributing questionnaires. Based on research by Semiocast [16], a social 

media research institute based in Paris, France, the number of Twitter account holders in Indonesia is the fifth 

largest in the world and is the third most active country to send Twitter messages (tweets) per day. To find 

out and determine the tendency of Twitter users to post tweets, it is necessary to do Sentiment Analysis [17]. 

In the context of social media, Sentiment Analysis is how to analyze people who express their opinions on 

various topics on social media [18]. Sentiment aims to explain public opinion about products, brands, 

services, politics, or other topics. Companies, governments, and other fields then use these data to  

make marketing analyzes, product reviews, product feedback, public services, and government policies. 

Opinions play an important role as product feedback, services, and other topics. Various text mining  

and sentiment analysis using classification approaches [19-22] such as Naïve Bayes classifier [23-25], 

logistic regression [26, 27], support vector machine [28, 29], and K-nearest neighbor [30] has been applied 

for finding the best result and accuracy. Therefore, in this study, sentiment analysis will be conducted to find 

out public opinion about the discourse of relocation of the capital city from Jakarta to Penajam Paser Utara 

and Kutai Kartanegara. In this paper, a comparison of popular classifiers is performed to classify public 

positive and negative opinions about the discourse of relocation of the capital city using the Naïve Bayes 

classifier, logistic regression, support vector machine, and K-nearest neighbor. The remainder of this paper  

is explained as follows: Section 2 explains the research methodology used in this study and introduces 

machine learning approaches for sentiment classification. Section 3 elaborates the dataset used, the experimental 

results and performance evaluation. Section 4 concludes our study and discusses future work. 

 

 

2. RESEARCH METHOD 

The purpose of this study is to analyze the performance of Naïve Bayes classifier, logistic 

regression, support vector machine, and K-nearest neighbors in the classification of tweets in determining 

positive and negative sentiments regarding the discourse of relocation of the capital city. In this study using 

Twitter as a source to get a dataset. Figure 1 illustrates the sentiment analysis framework proposed in this study.  
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Figure 1. Sentiment analysis framework 
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 The proposed framework consists of 4 (four) main phases: preprocessing, data splitting, learning 

models, and validation models. The preprocessing phase is related to the process of normalizing the dataset 

into vector format, which will be input for a classification algorithm that has 6 (six) steps, namely, data 

collection and labeling, data cleansing, tokenization, stemming, filtering, and feature extraction. The data 

splitting phase is the process of dividing a dataset into two sets: training data and testing data.  

Then the learning model stage is continued by conducting learning using each Naïve Bayes classifier 

algorithm, logistic regression, support vector machine, and K-nearest neighbor so that later performance 

comparisons can be made. The last step is the validation model: evaluating the performance of each 

algorithm using 4 (four) evaluation metrics and determining which algorithm has the best performance. 
 

2.1.  Sentiment analysis 

Sentiment analysis is the process of using text analytics to get various data sources from the internet 

and various social media platforms and is one of the fields of natural language processing (NLP). Sentiment 

analysis is the process of using text analytics to get various data sources from the internet and various social 

media platforms [31, 32]. The goal is to get opinions from users on the platform. 

The data can explain public opinion about products, brands, services, politics, or other topics. 

Companies, governments, and other fields then use these data to make marketing analyzes, product reviews, 

product feedback, and public services. In order to produce the opinions needed, sentiment analysis must not 

only be able to recognize opinions from the text. This process, also referred to as opinion mining, also needs 

to work by recognizing the following three aspects [33]: 

Subject  : What topic is being discussed 

Polarity  : Whether the opinion given is positive or negative 

Opinion holder : Someone who issues that opinion 
 

2.2.  Text processing 

Natural language processing (NLP) is a branch of artificial intelligence that focuses on natural 

language processing. Natural language is a language that is generally used by humans in communicating with 

each other. The language that is accepted by a computer needs to be processed and understood in advance so 

that the intent of the user can be understood properly by the computer [34].  

Text processing is the process of changing the form of data that has not been structured  

into structured data in accordance with system requirements. The preprocessing stage is needed to clean  

the data from noise, homogenize the form of words and reduce the volume of words intended to make  

the classification method more optimal in the calculation [35]. Preprocessing stages in this study include case 

folding, tokenization and filtering, stopword removal, stemming [36, 37]. 
 

2.3.  Case folding 

In a document that uses capital letters or the like sometimes, it does not have in common, this can be 

due to writing errors. In the text preprocessing the case folding process aims to convert all letters in a text 

document into lowercase letters [37]. 
 

2.4.  Tokenization 

The tokenization stage is the stage of cutting the input string based on each word that makes it up. 

Tokenization breaks a group of characters in a text into word units, how to distinguish certain characters that 

can be treated as word separators or not. For example, whitespace characters, such as enter, tabulation, spaces 

are considered word separators. 
 

2.5.  Stemming 

Stemming is the process of mapping and breaking down the form of a word into its basic word form. 

The function of stemming is to eliminate the morphological variations inherent in a word by eliminating  

the affixes to the word so that later it can get the correct word according to the correct morphological 

structure [38]. Roughly speaking, the process of changing affixed words into root words by applying 

language rules to eliminate the affixes. Besides being needed to reduce the number of different document 

indices, stemming techniques are also for grouping other words that have similar words and meanings/roots 

but have different forms because they get different affixes. When the basic word of the term has been found 

so that it can also be found the intensity of the appearance of the term in each document through the indexing 

process. Indexing is done because a document cannot be recognized directly by an information retrieval 

system (IRS). Therefore, the document must first be mapped into a representation by using the text inside. 
 

2.6.  Filtering 

Filtering is the process of selecting important words from the results of tokenization. Filtering is 

done using a stopword removal algorithm. Stopping or stoplist removal is the process of removing words that 
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do not contribute much to the contents of the document [39]. Stopword removal is used to remove words that 

often appear and are of a general nature, showing less relevance to the text. Throw out words that often 

appear but don't have any effect on sentiment extraction. For example, "at", "by", "at", "a", "because" and so forth.  

 

2.7.  Term frequency-inverse document frequency (TF-IDF) 

Term Frequency-Inverse Document Frequency (TF-IDF) method is a method for calculating  

the weight of each word that is most commonly used in information retrieval and text mining. The TF-IDF 

method is a method of giving the weight of a word's terms to documents [40]. This is often used as  

a weighting factor in information search and text mining. The TF-IDF value increase proportionally based on 

the number or number of words that appear on the document, but is balanced by the frequency of words in 

the corpus. Variations of the TF-IDF weighting scheme are often used by search engines as a primary tool in 

scoring and ranking a document's relevance to a user. This method is one type of term weighting schemes 

that is popular today because it is efficient, easy and has accurate results. This method calculates the TF  

and IDF values for each token (word) in each document in the corpus using the following equation: 

‒ Term frequency (TF) 

In the case of the term frequency   (   ) the simplest way is to use raw frequency in the document, 

that is, how many times the term   appears in the document  . If raw frequency denoted   as  (   ), then  

the simple    scheme is   (   )   (   ). TF can be formulated into: 
 

  (   )          
 (   )

   {            }
 (1) 

 

‒ Inverse document frequency (IDF) 

Inverse Document Frequency (IDF) is a measure of whether the term is common or rare in all 

documents. This is obtained by dividing the number of documents in the corpus by the number of documents 

containing the term, and then taking the logarithm of the quotient. The IDF factor of a t-word is given using 

the following equation: 
 

   (   )     
 

|*       +|
 (2) 

 

The frequency with which words appear in a given document indicates how important that word is in  

the document. The frequency of documents containing the word indicates how common the word is. Word 

weight is greater if it appears frequently in a document and smaller if it appears in many documents [41]. 

Then TF-IDF can be formulated into: 
 

     (     )     (   )       (   ) (3) 

 

2.8.  Naïve Bayes classifier (NBC) 

Naïve Bayes is a machine learning method that uses probability calculations rooted in Bayes theorem. 

Naïve Bayes is based on the Bayes theorem which is used to calculate the probabilities of each class with the 

assumption that class one is independent (not interdependent). Another definition is Naïve Bayes is a method 

for predicting future opportunities based on previous experience. Naïve Bayes has a higher level of accuracy 

and speed when applied to a large value database [42]. The general form of the Bayes theorem is as follow: 
 

 ( | )  
 ( )  ( )

 ( )
  (4) 

 

where, 

  : Data with unknown classes 

  : The data   hypothesis is a specific class 

 ( | ) :   hypothesis probability based on condition   (posterior probability) 

 ( ) : Hypothesis probability   (prior probability) 

 ( | ) : Probability of   based on conditions on the hypothesis   

 ( ) : Probability of   

Naïve Bayes is a simplification of the Bayes method. The Bayes theorem is simplified to: 
 

 ( | )   ( ) ( )  (5) 
 

Bayes rules are used to calculate posterior and probability from previous data. The end result will give prior 

and posterior information to produce probabilities using Bayes. 
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2.9.  Logistic regression 

Logistic regression is an algorithm to test the probability that a dependent variable can be predicted 

with its independent variable. The logistic regression algorithm is used because the analysis with logistic 

regression does not require the assumption of normality of data on the independent variables. This also 

means that the logistic regression algorithm is generally used if the assumption of the multivariate normal 

distribution is not met. The logistic regression can be calculated by using (6), 
 

  (
 

   
)        (6) 

 

where    is a constant,    is the coefficient of each variable. While the value of   can be calculated by (7): 
 

  
 (      )

   (      )
 (7) 

 

2.10.  Support vector machine 

Support vector machine (SVM) is a classifier that is now widely used for various classification 

purposes. In addition to classification, the SVM is also used for regression. The SVM is a binary classifier 

that divides data into two classes with a hyperplane as depicted in Figure 2. This hyperplane is right in  

the middle of the two classes with distance   to the nearest data point for each class.   is called the margin, 

and the data points that are right at the distance   from the hyperplane are called support vectors. The SVM 

Hyperplane is stated with the following equation: 
 

         (8) 
 

where   is normal from hyperplane, and 
 

‖ ‖
 is the distance of the hyperplane to the origin. 

 

 

 
 

Figure 2. Representation of the SVM method 
 
 

2.11.  K-nearest neighbor 

The K-nearest neighbor algorithm (k-NN or KNN) is a data classification method that works 

relatively in a simpler way compared to other data classification methods. This algorithm tries to classify  

new data whose class is unknown by selecting the number of data   closest to the new data. The most classes 

from the nearest data number   are chosen as the predicted class for new data. Similar to clustering 

techniques [43, 44] on K-Means [45], which is grouping new data based on the distance of the new data  

to several data/nearest neighbors.   is generally determined in an odd number to avoid the appearance  

of the same amount of distance in the classification process. First before looking for distance data to 

neighbors is to determine the value of  . Then, to define the distance between two points namely the point in 

the training data and the point in the testing data, the Euclidean formula are used. Following is the Euclidean 

distance used in the KNN algorithm.  
 

  √(     )
  (     )

   (9) 
 

KNN is a type of instance-based learning, or lazy learning where this function is only approached 

locally and all calculations are deferred until classification [46]. The KNN classification method has several 

stages, the first being the value of   which is the number of closest neighbors which will determine which 

new query belongs to which class is specified. In the second stage, the nearest   neighbor is searched by 
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calculating the distance of the query point from the training point. The third stage, after knowing the distance 

of each training point to the query point, then look at the smallest value. The fourth stage takes the smallest 

value   then look at the class. The most classes are classes from new queries. 

 

2.12.  Cross-validation 

Cross-validation (CV) is a statistical method that can be used to evaluate the performance of  

models or algorithms where the data is separated into two subsets namely learning process data  

and validation/evaluation data [47]. Models or algorithms are trained by training data and validated by testing 

data. One popular cross-validation method is 10-Fold Cross-Validation. In this technique, the dataset  

is divided into a number of 10-pieces of random partitions. Then a number of 10-times experiments were 

carried out, where each experiment used 10-partition data as testing data and utilized the remaining partitions 

as training data [48]. 

 

2.13.  Confusion matrix 

A confusion matrix is a table used to describe the performance of a classification model on a test 

data set whose actual labels are known. This allows easy identification of confusion between classes,  

for example, one class is generally incorrectly labeled as another. The number of true and false predictions  

is summarized with calculated values and broken down by each class. The confusion matrix shows the ways 

in which the confused classification determines its class in making predictions. This gives detailed 

information not only about errors made by the classifier but more importantly the types of mistakes made. 

The confusion matrix visualizes the accuracy of the classifier by comparing actual and predicted 

classes. The binary classifier predicts all data instances of the test dataset as positive or negative.  

This classification produces four results, namely true positive (TP), false positive (FP), true negative (TN), 

false negative (FN). TP produces predicted values correctly predicted as actual positives; FP produces 

predicted values that incorrectly predict true positives. for example, negative values are predicted as positive. 

Whereas FN produces positive but predicted negative values and TN produces predicted values that are 

precisely predicted as actual negative [49]. The following Figure 3 explains 4 (four) classes of the confusion 

matrix classification. From the confusion matrix, measurement metrics can be made to obtain the value of 

accuracy, precision, recall, and F-measure [50]. 
 

         
(     )

(           )
  (10) 

          (  ) (     )  (11) 

       (  ) (     )  (12) 

            
(                )

(                )
  (13) 

 

 

 
 

Figure 3. Confusion matrix [51] 

 

 

3. RESULTS AND DISCUSSION 

3.1. Dataset 

In this study, the Twitter data collected was user tweets related to the discourse on relocating  

the capital city. This data was obtained from August 20
th

, 2019 to September 09
th

, 2019. The time period was 

chosen because the discourse on relocation the capital city appeared on August 20
th

, 2019 and on September 

09
th

, 2019 became the end of data collection because research had entered the stage of writing articles  

and tweets related to the relocation of the capital city had faded due to being hit by a new trending hashtag 

that was always changing every day. The process of collecting tweet data is done by utilizing the application 

interface (API) facility provided by Twitter. The process of collecting data uses several appropriate hashtags 

and keywords, as shown in Table 1. 
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The 6 (six) hashtags and keywords (shown in Figure 1) used resulted in 5890 tweets. The six 

hashtags and keywords were chosen because the hashtags and keywords that produced the most tweets  

and were the most crowded in the timeline and were also once a trending topic discussing relocation of  

the capital city. Thus, 6 (six) hashtags and keywords can already represent public opinion about  

the relocation of the capital city. The sentiment analysis method based on supervised machine learning 

involves modeling using annotated data and manually labeled. In this study, the process of classifying textual 

documents (tweets) is divided into two classes/labels, namely positive and negative sentiment classes, which 

mean tweets, will be given a positive label if they support the relocation of the capital, otherwise, tweets will 

be labeled negative if they refuse relocation of the capital city. 

 To reduce computational errors, in the data cleansing stage it is necessary to reduce the number of 

features by eliminating all textual components that are not useful for classification activities. For this 

purpose, usernames, full names, user_id, tweet_id, timestamp, various types of characters, punctuation 

marks, brackets, and sequences in tweets are not useful for classification, intercepted through regular 

expressions. For example, hashtags (#topic), URLs (http ...), @user (e.g., certain users mentioned in tweets), 

RT (abbreviations that show retweets), duplicate tweets, tweets from online news are identified and deleted. 

So, after going through this stage, there are 2891 tweets of ready-to-use datasets, with details of 1638 or 

equal to 56,66% and 1253 or equal to 43,34% tweets labeled positive and negative sentiments, respectively 

as illustrated in Figure 4. 
 
 

Table 1. Hashtags and keywords used in this research 
No Hashtags and Keywords 

1 #IbuKotaBaru 
2 #pemindahanibukota 

3 #PindahIbuKotaUntukSiapa 

4 #ibukotapindah 
5 Penajam Paser Utara 

6 Kutai Kartanegara 

 
 

 
 

Figure 4. Comparison of the number of tweets that have been labeled 

 
 

3.2.  Experimental results 

In this process, 4 (four) algorithms namely Naïve Bayes classifier, logistic regression, support vector 

machine, K-nearest neighbor are used for the experimental process in order to see the performance of each 

algorithm. After the experiment process is completed, one more step is needed to determine the quality of  

the process that has been carried out, namely the evaluation of results. At this stage, the performance of  

the calculations that have been done will be tested using a confusion matrix.  

In the following Figure 5 illustrates the results of the confusion matrix for each algorithm. Figure 

5(a) shows the results of the confusion matrix of the Naive Bayes classifier with the results for TP, FN, FP, 

TN are 214, 29, 15, 269, respectively. Whereas for logistic regression as illustrated in Figure 5(b) obtains 

results 239, 4, 14, 270. In addition, the results of the confusion matrix for the vector support machine, shon in 

Figure 5(c), are 241, 2, 10, 274. And the final result for K-nearest neighbor as shown in Figure 5(d) are 203, 

40, 9, 275. 

 From the results of the confusion matrix, the results obtained for 4 (four) evaluation metrics are 

accuracy, precision, recall, and F-measure. Table 2 below shows the results of 4 (four) evaluation metrics, 

namely accuracy, precision, recall, and F-measure for each algorithm. The comparison of accuracy 

performance shows that Naïve Bayes classifier achieves 91.65%, while logistic regression achieves 96.58%, 

support vector machine achieves an accuracy of 97.72% and K-nearest neighbor achieves an accuracy  

of 90.70%. Therefore, it can be concluded that support vector machine outperforms the other three algorithms 

in terms of accuracy. Moreover, support vector machine is superior as compared to the other three algorithms 

in terms of precision, recall and F-measure with the results of 96.01%, 99.18%, 97.57%, respectively. 
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(a) 
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Figure 5. Confusion matrix results of 4 (four) algorithms, 

(a) Naïve Bayes classifier, (b) Logistic regression, (c) Support vector machine, (d) K-nearest neighbors 

 

 

Table 2. Comparison of the results 
Model algorithms Metrics measurement 

Accuracy (%) Precision (%) Recall (%) F-measure (%) 

Naïve Bayes classifier 91.65 93.45 88.07 90.58 
Logistic regression 96.58 94.47 98.35 96.37 

Support vector machine 97.72 96.01 99.18 97.57 

K-nearest neighbor 90.70 95.75 83.54 89.23 

 

 

4. CONCLUSION 

In this research, an experiment has been carried out to classify sentiment analysis about government 

discourse to relocate the capital city. Data sourced from Twitter with the number 2891, with the division  

of 1638 tweets labeled positive sentiment and 1253 tweets labeled negative sentiment. Four classification 

algorithms namely Naïve Bayes classifier, logistic regression, support vector machine, K-nearest neighbor 

are used. The comparison of algorithm performance results has shown that Naïve Bayes classifier, logistic 

regression, support vector machine, and K-nearest neighbor reached 91.65%, 96.58%, 97.72%, and 90.70%, 

respectively. This shows that support vector machine outperforms as compared to the other three algorithms 

in terms of accuracy. Likewise, in terms of precision, recall and F-measure, support vector machine is superior 

with the results of each of 96.01%, 99.18%, 97.57%, respectively. Sentiment analysis of the discourse  

of relocation of the capital city is expected to provide an overview to the government of public opinion from 

the point of view of data coming from social media. Because sentiment analysis can be automated,  

and therefore decisions can be made based on large amounts of data rather than simple intuitions that are not 

always true. So that with this research more or less expected to provide some answers about the description 

of opinions and perspectives of the people about the government's plan to relocate the capital city. 
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