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 Wire optimization has become one of the greatest challenges in today’s 

circuit design. This paper presents a method for wire optimization in circuit 

routing using an improved ant colony optimization with Steiner nodes 

(ACOSN) algorithm. Circuit delay and power dissipation are primarily 

affected by the length of the routed wire. Thus, the main goal of this 

proposed algorithm is to find the shortest route from one point to another 

using an algorithm that relies on the artificial behavior of ants. The algorithm 

is implemented in the JAVA programming language. The proposed ACOSN 

algorithm is compared with the conventional ant colony optimization (ACO) 

algorithm in terms of efficiency and routing performance when applied to 

three types of circuits: emitter-coupled logic, 741 output and a cascode 

amplifier. The performance of the proposed method is analyzed based on 

circuit information such as total wire routing, total number of nets, total wire 

reduction, terminals per net and total terminals. From the simulation analysis, 

it is shown that the proposed ACOSN algorithm gives the most benefit to 

complex circuits, where it successfully reduces the wire length by 21.52% for 

a cascode amplifier circuit, 14.49% for a 741 output circuit, and 10.43% for 

emitter-coupled logic circuit. 
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1. INTRODUCTION 

In recent years, power dissipation has become a primary concern for high speed and high integration 

circuits. A catch-phrase “high speed, low power” is the most desirable attribute of a microprocessor 

performance. The trend in the past decades shows tremendous increase in power dissipation. According to 

the trend chart of Intel Pentium processor [1], the power dissipation increases two-fold every 4 years, similar 

to Moore’s Law. This is due to among others, the increase in the length and number of global and local 

signaling wires, owing to the growth in circuit complexity, area expansion, and shrinkage in modules [2]. 

Countless techniques, both proactive and reactive, have been proposed to address this issue. 

Proactive technique focuses on capitalizing the design stage such as the circuit layout by reducing transition 

and switching of signals, minimizing capacitance, compression, mass data storage, utilizing clock cycle, high 

bit-rate digital subscriber loops, etc [3]. Reactive measures look into curbing the heat dissipation by 

employing advanced packaging material, heat sink and fans. 

Consequently, one of the techniques to curb power dissipation is through circuit routing in the design 

stage, where the routing in the net should be kept as minimum as possible. Due to the high component 
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density in integrated circuits today, it is imperative to aid the task with the help of a design tool [4].  

Previous studies have shown commendable improvements in circuit wiring optimization. Some of these 

studies besides aiming for minimum wiring length and/or area, perform comparison on other circuit 

parameters such as routing time [4-13], number of terminals [4, 8, 12], number of channel tracks [4], number 

of nets [10], etc. Since the advent of optimization in circuit routing, many studies have adopted heuristic 

approaches for circuit wiring optimization such as the ant colony optimization (ACO) algorithm [5, 7-9] and 

particle swarm optimization (PSO) [6]. ACO being a robust algorithm, is also adopted in optimization of 

wireless network routings [13] among other bio-inspired algorithms [14, 15], as well as in various 

optimization problems [16-21]. Others have adopted the non-heuristic approach such as the left-edge 

algorithm [7], shortest-path-search algorithm [10], compact metal routing algorithm [11], integer linear 

programming [12], tree-based algorithm [13] and Steiner minimum tree routing [22]. This study adopts the 

conventional method of reducing total wire length by invoking the ACO algorithm with further enhancement 

of the method by insertion of the Steiner nodes. 

 

 

2. NETWORK TOPOLOGY 

2.1.  Basic circuit topology 

According to [6], a typical circuit routing could be classified into three types of grid routing: 

uniform grid routing, non-uniform grid routing and grid-free routing. This study focuses on uniform grid 

routing applications using the Hanan grid. Figure 1 shows an example of an inverter and a diode in a Hanan 

grid with the suggested optimized routing path by the “ant”. Q2, Q1 and D1 are called instances  

(or components) and under each instances, connections are made to other instances which are called 

terminals. Each metal-oxide-semiconductor field-effect transistor (MOSFET) has three terminals while  

the diode has two. Each terminal has its own designated identification and coordinates. In Figure 1,  

Q2 is identified by three terminals: Q2.1, Q2.2 and Q2.3. Each terminal is associated with a coordinate, for 

example, terminal Q2.3 is at coordinate (3,6) on the Hanan grid. When all of the instances and terminals have 

been defined, the ant starts to route a particular node, sometimes referred to as a net list. The dashed 

connection from Q2.2 to Q1.2 to D1.1 shows the best routed node optimized by the ant. In this paper,  

the method of routing the nodes is implemented by either of the two algorithms; conventional ACO routing 

or ACO with Steiner nodes (ACOSN) routing. All the topographical information is user defined  

and it is stored in the input file. The ant will then predict the shortest route based on the two earlier 

mentioned algorithms and it will mark the empty node each time it passes one. The marked node will be 

updated in a topology so that it will be visible to the next subsequent routing ants. 

 

 

 
 

Figure 1. An inverter routed on a hanan grid 

 

 

2.2.  Algorithm topology 

There are two types of topologies that could be solved by the algorithm which are line topology  

and network topology. Figure 2 depicts the two different topologies. Line topology is a basic topology which 

routes a wire from point A to B, where the number of terminals, n, is equal to 2.  Network topology on  

the other hand is a complex topology which has many branches, and n greater than 2 (n>2).  

Network topology can be created by ACO algorithms by combining multiple line topologies and controlling 

it in a loop format. 
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Figure 2. Algorithm topologies 

 

 

3. RESEARCH METHODS 

The point-to-point (P2P) algorithm is primarily used to route line topology while ACO and ACOSN 

are used to route network topology. Since network topology is actually a combination of multiple line 

topologies, both ACOSN and ACO exploit routing line topology by invoking the P2P algorithm.  

 

3.1.  Point-to-point algorithm (P2P) 

The P2P algorithm is the basic sub-algorithm to create both the conventional ACO algorithm  

and the ACO algorithm with Steiner nodes (ACOSN). The only purpose of this algorithm is to move the ants 

from point A to point B. If there are more than just point A to point B routing, a network topology needs to 

be constructed. This algorithm is modified from a research done by Tamana Arora [3]. Figure 3 shows  

the sub-algorithm of the P2P algorithm. 
 

 

 
 

Figure 3. Point-to-point sub-algorithm 

 

 

3.2.  Conventional aco algorithm (ACO) 

Since conventional ACO algorithm is designed to handle network topology, it exploits P2P 

algorithm to find the shortest route. Depending on the number of terminals, the ant will route the first path 

and that existing path acts as an array of destination candidates instead of one static destination so that 

subsequent ants will “sense” which destination is nearer before invoking a P2P algorithm. In this case  

the destination coordinates along the route is not fixed by the user but will be determined by the ants.  

Figure 4 shows the algorithm for a conventional ACO routing system. 
 

 

 
 

Figure 4. Conventional aco algorithm 
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3.3.  Aco Algorithm with steiner nodes (ASN) 

Like its predecessor, ACOSN is a variation of the ACO algorithm which invokes a special algorithm 

to find the extra nodes to optimize the wire routing. Figure 5 shows the algorithm for an ACO routing system 

with Steiner nodes. To find the Steiner node, polygon optimization has to be done to select the encroachment 

area which acts as a pool of potential Steiner candidates. Having done this, all the candidates of the Steiner 

node could be identified and the desirability of each candidate will be calculated. The Steiner candidate 

which yields the highest desirability will be chosen as the Steiner node. This methodology employs bubble 

shrinking heuristics [23], 1-Steiner Algorithm [24] and clustered Hanan [25]. 

 

 

 
 

Figure 5. Aco algorithm with steiner nodes 

 

 

4. RESULTS AND DISCUSSION 

The simulations were done using JAVA programming language and conducted on a computer 

running Pentium core I-5 460 MHz processor with 4 GB of RAM. A Microsoft Excel comma separated value 

(CSV) file is generated to store the data from the circuits. The proposed algorithm and its counterpart were 

tested on three different circuits. Each circuit has variations in attributes such as total wire length, total 

terminals, and total nets. Since the only difference between ACOSN and ACO is the improvement in terms of 

network topology (for n>2), the main focus of this simulation is to compare the effectiveness of ACOSN to 

its counterpart ACO, in weeding out any extra length of network topology.  

 

4.1.  Preliminary results 

Each individual circuit topology was tested before simulating the entire circuit. The topologies can 

be categorized as: 

− Typical linear topology (n=2) 

− Complex linear topology (n=3, n=4) 

− Typical network topology (n=3) 

− Complex network topology (n=4) 

When comparing the performance of ACOSN and ACO for typical linear topology, there is no 

difference in terms of performance due the fact that both algorithms share the same point-to-point  

sub-algorithm to route the line topology. The same holds true for complex linear topology. Since the linear 

topology have all nodes connected in a line, no added Steiner points are necessary and no improvement could 

be made by ACOSN over ACO. 

However, for typical network topology, there is an added advantage for using ACOSN over ACO. 

Figure 6 shows an example of this topology where an extra Steiner point is added by the ACOSN algorithm 

as a shortcut path between A, B and C (ACOSN and ACO co-exists in the same graph). This results in  

the cost of ACOSN to be reduced to 24 units compared to ACO which is 28 units. This gives a total of 

14.28% of length improvement.  
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Figure 6. Typical network topology (n=3) 

 

Finally, complex network topology gains the most benefit from ACOSN, owing to the capability of 

utilizing 1-Steiner algorithm to add two extra Steiner points. Maximum cost savings are expected to be 

observed from this topology. From Figure 7 below, the total cost of ACOSN is 23 units while ACO is 29 

units, giving a great improvement of 20.68%. Table 1 summarizes the percentage of improvements of all 

three network topologies. From the table, it is shown that the proposed ACOSN gives the greatest 

improvement to the network with the most complex topology. 

 

 

 
 

Figure 7. Complex network topology (n=4) 

 

 

Table 1. Relationshipbetween topology and potential length improvement 
Topology n Improvement (%) 

Linear 2 0 

Network 3 14.28 

Network 4 20.69 

 

 

4.2.  Final results 

The simulations conducted in this study focus on three key areas of improvement which are: 

− Average improvement by terminal per net. 

− Total length improvement versus composition of terminal per net. 

− Total length improvement versus coverage of net (for n>2). 

The first key improvement in (a) of the simulation gives us the likelihood of average length 

improvement or cost savings of net (categorized by n) as shown in Table 1, based on the data of three 

different circuits. Having done this, we would like to know how effective is the contribution of net n=3 or 

n=4 in reducing the overall circuit length by first knowing the quantity as depicted in (b) and quality as 

quantified by its original wire length versus the entire circuit route shown in (c). Preliminary simulations 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

An improved ant colony optimization algorithm for wire optimization (Ho Joon Jim) 

2175 

were done on the individual topology rather than the whole circuit. Table 1 shows the improvement of 

ACOSN versus ACO by taking the samples of a few topologies. It is seen that there is a 14.28% potential of 

length improvement for network topology with n=2, and a 20.69% potential of length improvement for n=3. 

 

4.3.  Average improvement by terminal per net 

From the simulations, the total wire lengths covered by the ACOSN and ACO algorithm are 

computed. The total length is classified by nets having different number of terminals, n. The graph in  

Figure 8 shows the overall improvement. As expected, no improvement was established for line topology, 

whereas substantial improvements of 18.1% and 29.3% were established for n=3 and n=4 respectively. 

 

 

 
 

Figure 8. Average improvement by terminal per net 

 

 

4.4.  Total length improvement versus composition of terminal per net 

Once the percentage of improvement by the types of net was identified, we can perceive how this 

data will impact the circuits performance whether in terms of quantity or quality. In this experiment, we 

would like to prove that circuits which composed of higher number of network topology (n=3, n=4) will gain 

the most benefit from ACOSN algorithm. The three circuits chosen for the simulations are [26]: 

− Emitter-coupled logic gate (ECL) 

− output (partial) 

− Cascode amplifier 

Figure 9 shows the total length improvement versus composition of terminal per net. From the graph, it can 

be observed that: 

− The ECL circuit has the lowest improvement. The ratio of network topology (n>2) to the total net is fair.  

− Cascode amplifier circuit shows higher improvement compared to 741 output circuit. The justification 

would be the ratio of network topology of cascode amplifier versus 741 is higher. Furthermore, the number 

of net with n=4 in cascode amplifier is higher than in 741. 
 
 

 
 

Figure 9. Total length improvement versus composition of terminal per net 
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In this study, there is not enough data to analyze higher orders of network topology. Emitter-coupled 

logic has greater network topology to line ratio compared to 741 but the length reduction is lower. Thus,  

the next analysis would be to find out the efficiency of network topology based on its quality defined by  

the dominance of the wire length. 

 

4.5.  Total length improvement versus coverage of net (n>2) 

Besides the quantity of nets, the other area to look through is the total length covered by the nets. 

Figure 10 illustrates the correlation between the total length covered by network topology (n=3, n=4) and  

the improvement. From the graph it clearly shows that the more percentage of length covered by the network 

topology, the more potential it has to reduce the total length. This shows that contrary to earlier justification, 

741’s superior improvement compared to emitter-coupled logic’s is not governed by the quantity ratio 

between the net, but is due to the dominance of the total length area of network topology. Therefore, it can be 

concluded that the potential of the circuit routing improvement is dictated by the total length covered by 

network topology rather than the number of network topology in the circuit.  

 

 

 
 

Figure 10. Total length improvement versus coverage of net (n>2) 

 

 

5. CONCLUSION 

By adding Steiner points, the wire length of a net constructed by the conventional ACO algorithm 

can be reduced up to 29.3% depending on the circuit topology. The simulation also shows the circuits benefit 

in terms of wire length reduction between 10.43% to 21.52% when ACOSN was implemented. Network 

topologies with four terminals show a two-fold improvement over those with three terminals, due to  

the insertion of additional Steiner points. Potential length improvement is influenced by the number of 

complex nets and their total length. In other words, a complex circuit will gain the most benefit from ACOSN 

algorithm. In conclusion, the main objective of reducing total wire routing by both algorithms which are 

ACO algorithm and ACOSN are met, and as expected, the algorithm with added Steiner nodes showed better 

performance. Furthermore, other secondary objectives were also achieved which are automated routing and 

plotting of circuit using the Excel CSV file. Future work would be adopting or combining machine learning 

techniques for circuit optimizaiton as it is deemed as the promising solution in reducing the limits in circuit 

design that previously relies on rule-based technology. 
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